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We have proposed the concept of environment-adaptive software that automatically converts and operates program code 

so that it can appropriately utilize the environment in which it is placed. This paper applies an automatic dividing method to 

IoT services as an element of environment-adaptive software, thereby making it easier for users to customize their own 

services. We confirm that the sample application can be automatically divided 300 lines out of the total 480 lines and easily 

to add and change functions for the right materials in the right places. 
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1 INTRODUCTION 

Recent progress in AI (Artificial Intelligence) has led to heterogeneous hardware such as not only CPUs 

(Central Processing Units), but also GPUs (Graphics Processing Units), FPGAs (Field Programmable Gate 

Arrays), and IoT (Internet of Things) devices ([1]-[10]) now being used in many applications. Amazon and 

Microsoft [11] provide and utilize cloud technology (e.g., [12]-[17]) for GPU and FPGA processing. However, 

to use heterogeneous hardware, a program that is aware of the hardware characteristics is required, which is 

a high barrier for most engineers. Knowledge of CUDA (Compute Unified Device Architecture) [18] is required 

for GPUs, OpenCL (Open Computing Language) [19] for FPGAs, and IoT PF (Platform) knowledge is often 

required for IoT devices. 

To make better use of heterogeneous hardware, we believe that we need a PF that allows even ordinary 

software engineers without advanced knowledge to make the most of it. A PF analyzes software whose 

processing is written in the same way as simple programs, converts it appropriately, configures it in 

accordance with the environment in which it is applied (GPU, FPGA, IoT devices, etc.), and operates it in a 

way that adapts to the environment. In the future, this will be required to be done automatically by the PF. 
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Therefore, we proposed the concept of environment-adaptive software that automatically converts and 

operates code normally intended for the CPU so that it can appropriately utilize the environment in which it is 

placed. [20]-[24] proposed a method for automatically offloading code to GPUs and FPGAs as environment-

adaptive software elements. In this year for IoT devices, we have also proposed a method for automatically 

building IoT services by allowing users to select a basic service, specify their own processing, and specify the 

IoT devices to be used. In addition, to allow users to add and change the processing they want to perform 

even in general-purpose programs, by dividing the application on the basis of related processing and 

localizing changes on the basis of the division boundaries, the right material can be used in the right place. 

This makes it easier to add and change services. 

However, the automatic division method verification has been limited to C language computational 

applications so far. Therefore, in this paper, by applying the automatic division method to IoT services, we will 

make it easier for users to customize their own IoT services, which previously required the provider to provide 

basic services in advance. We will automatically divide the temperature display sample application and 

confirm that it can be easily changed to operate in the right place. 

2 EXISTING TECHNOLOGIES 

2.1 Commercial technologies and environment-adaptive software 

NVIDIA provides CUDA in the GPGPU (General-Purpose GPU) environment, which uses GPUs for general 

calculations [25]. OpenCL is a specification that commonly handles heterogeneous hardware such as FPGAs 

and GPUs. To easily use GPU or other heterogeneous hardware, there are efforts to create binary files for 

GPU etc. processing by specifying lines for GPU etc. processing with directives, such as OpenMP (Open 

Multi-Processing) [26] and OpenACC (Open Accelerators) [27] specifications. There are compilers such as 

gcc and PGI [28] that interpret and execute the specifications. Although these methods make it possible to 

use heterogeneous hardware, performance is currently difficult to improve due to the effects of data copying. 

GPUs and FPGAs are more complex because they have different memories, and manual tuning using 

OpenCL and CUDA is required to improve performance. Among them, we propose automatic offloading using 

GA (Genetic Algorithm), which is an evolutionary computing method. 

Heterogeneous hardware is also used in IoT devices, which often have terminals with small amounts of 

resources such as memory, rather than accelerators such as GPUs. The M2M platform oneM2M has been 

standardized as an IoT standard. Sensing data from IoT sensors is aggregated by IoT GW (Gateway) and 

sent to the cloud using protocols such as MQTT (Message Queue Telemetry Transport) and HTTP. Common 

processing such as data aggregation and storage is performed by IoT PF on the cloud, and processing is 

performed, and the calculation results are often displayed on a cloud server to users such as corporate 

executives. As for IoT PF, major cloud providers Amazon and Microsoft provide IoT PF such as AWS IoT and 

Azure IoT in the cloud, which has become close to the de facto standard. 

Previously, we proposed the overall picture shown in Fig. 1 as a process for environment-adaptive 

software. Processing of environment-adaptive software is as follows: Steps 1-6 are code analysis, code 

conversion according to the deployment environment, resource amount adjustment, deployment location 

adjustment, verification, and start of application operation. In Step 7, after the application starts operating, it 
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Figure 1: Overview of environment-adaptive software. 

analyzes the actual usage characteristics and performs the necessary reconfiguration. We have verified the 

flow of Steps 1-7 using both accelerators such as GPUs and FPGAs, and low-resource devices such as IoT 

devices. Furthermore, to increase the number of applications that can be code analyzed, we propose an 

automatic division method that localizes and facilitates changes by dividing the application on the basis of 

related processes when the user wants to add or change functions of applications． 

2.2 Summarize the issues of this paper 

We clarify the issues of this paper. We previously proposed the concept of environment-adaptive software, 

including a method that automatically offloads programs to accelerators such as GPUs and FPGAs, and an 

IoT adaptation method where users can automatically build IoT services by specifying the basic service, the 

computational processing code they want to process, and IoT devices. We have also verified a method that 

makes it easier for users to add or change functions by automatically dividing general-purpose programs on 

the basis of the code processing relationships and localizing changes. 

However, automatic division of general-purpose programs has so far only been verified for C language 

calculation applications, and new services such as IoT that are expected to be used by many users have not 

been verified and their effectiveness has not been demonstrated. Therefore, this paper aims at automatic 

division in IoT services and slightly changes the method on the basis of considerations unique to IoT. We 

implement and verify that we can analyze with IoT services that are also used in Azure IoT PF. 

3 APPLYING GENERAL-PURPOSE PROGRAM AUTOMATIC DIVISION TO IOT SERVICES 

3.1 Automatic division method for IoT 

When we consider adding and changing unique processing that the user wants to perform to the program, for 

applications with a certain number of lines, changes can have a wide-ranging impact, so additional changes 

require a lot of work to check to see if related functions are affected. Therefore, by dividing the application into 

related processes and localizing changes on the basis of the division boundaries, additional changes can be 

made easily. 
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Among the analysis methods, there is a static analysis method that looks at relationships such as function 

calls and writes in source code without actually running the application. Static analysis first allows us to 

understand the calling relationships between functions. Next, we can also figure out whether certain functions 

write to the same data. In general, functions that have a calling relationship or that use them to write to the 

same data are closely related, so they need to be grouped when they are divided. 

There is a dynamic analysis method that uses sample test cases to actually run an application and view 

information such as execution logs. Dynamic analysis can extract the calling relationships between functions 

that are actually used in sample test cases specified by the user. Furthermore, in the case of applications that 

use databases (DB), it is possible to extract the DB access log, discover data access instructions that are 

being executed continuously, and find the program range that is being executed as a series of processes. 

Furthermore, even when accessing a file rather than a DB, we can find the program range that is being 

executed as a series of processes from the file access log. 

When GPU automatic offloading is used for environment-adaptive software, static analysis can be used to 

determine whether calculation processing can be performed by the GPU, but the performance when 

processing with the GPU cannot usually be known unless it is actually measured, so we combine static 

analysis and dynamic analysis to search for appropriate offload parts automatically. Dynamic analysis was an 

important element to measure performance by actually running sample test cases used by users and to 

respond differently to each individual user. Therefore, we decided to use a method that combines static 

analysis and dynamic analysis to respond to individual users when automatically dividing IoT services. Since 

IoT services always require the aggregation of IoT data, especially when analyzing programs, processes that 

involve communication should be divided into separate groups and placed in separate casings.  

 

The operation of the proposed method is shown in Fig. 2. We statically and dynamically analyze IoT 

service program codes and divide them on the basis of information about call relationships. 

We suppose that file A defines functions a1, a2, a3, etc., and file B defines functions b1, b2, b3, etc. 

In static analysis, if function a1 called from the Main function calls b2, AB is counted as once. The method 

counts it for all files. As a result, AB: 20, AC: 30, BA: 10, etc. are the static analysis results. 

In dynamic analysis, as a result of performing a certain number of sample tests, if function a1 called from 

the Main function calls b2 10 times, AB will add 10 times. It is counted by the number of sample tests 

conducted. As a result, AB: 10, AC: 20, etc. are the dynamic analysis results. 

As a result of dynamic analysis, files called at least once are considered to be in the same group. As a 

result of static analysis, files called three or more times are classified as the same group. As a result of static 

analysis, all files called twice or less are placed in the same group. As a result of static analysis, files that 

communicate even once are placed in a separate group. 

By doing this, files that have a calling relationship in the sample test case specified by the user during 

dynamic analysis will always be in the same group. In addition, when all files are analyzed using static 

analysis, files called a certain number of times (three or more times) will be in the same group. Files for 

functions that are Stand Alone-like and have little interaction with other functions will be in the remaining 

group. Also, if there is communication related to IoT data aggregation, which is a feature of IoT, it will be in a 

separate group. By automatically dividing the application on the basis of calling relationships, the user can 

reduce the scope of confirmation when adding functions. 
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Figure 2: Analysis of automatic program division of IoT services. 

3.2 Implementation 

The targets for automatic division are C language and Python applications, Clang is used to analyze C 

language, and ast is used to analyze Python. The implementation to analyze the application is done in Python 

3. The implementation receives source code files and sample test case information as input and outputs 

group information for static analysis and group information for dynamic analysis as output. Group information 

consists of divided groups and files belonging to them in the form of i (A, B, C), ii (D, E). In addition, the fixed 

number of times the sample test case was executed was set to 10 times. 

4 EVALUATION 

4.1 Evaluation application and evaluation conditions 

The evaluation target is a Python application that is a basic IoT service that collects IoT data from 

environmental sensors, the IoT GW sends it in bulk to the IoT PF, and the results are displayed on the web on 

the IoT PF. 

Sensors: Omron 2JCIE-BU01. These collect environmental information every minute: temperature, 

humidity, illuminance, atmospheric pressure, noise, 3-axis acceleration, eTVOC, discomfort index, heatstroke 

alert level, and vibration information. 

IoT GW: Armadillo-IoT G3L. 

IoT PF: Azure IoT. Data processing is performed via the REST API of Azure IoT Hub, and the results are 

passed to the same Azure Virtual Machine. 

Program added by the user after automatic division: It calculates and outputs the average values of 

temperature and humidity. 

Thus, divided groups for static analysis and dynamic analysis are displayed for IoT services, so we can 

check the division status and count and compare the total number of lines in the original application and the 

number of lines in the division application. Functionality is added to the divided application by using existing 

technology to build an IoT service that displays the average values of temperature and humidity on the web, 

and the display is confirmed manually. 
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Figure 3: Evaluation environment. 

 

Figure 4: An example of automatic division using the proposed method. 

Figure 3 shows the evaluation environment. The environment adaptation described in this paper does not 

speed up the process, so the tool can be run on any machine, but static analysis and dynamic analysis take a 

long time, so running on a machine with sufficient specifications is desired. 

4.2 Result and Discussions 

Figure 4 shows the number of divided groups, the number of lines in the entire application, and the number of 

lines in the groups to which new functions are added to the application when the temperature display 

application is automatically divided using the proposed method. 

First, looking at the divided groups, the part that collects data from Omron sensors and the part that 

accumulates and displays sensor data are divided, and the functions can be placed separately in IoT GW and 

IoT PF. The temperature display application is divided into two parts, with a total of 480 lines, and the new 

function addition group has 300 lines. The automatic division reduces the range to be checked when the user 

adds unique processing such as calculating the average value of temperature or humidity, making it easier to 

add and change functions. 

The automatic building of IoT services using IoT devices using our previous environment-adaptive software 

has been based on the premise that the operator has prepared the basic services in advance. This time, by 

making it possible to apply automatic division technology to IoT services, we have enabled users to add 

desired functions to IoT services that do not have basic services. With automatic division, IoT GW and IoT PF 

can be appropriately divided and placed, so we believe that the right materials can be used in the right places. 

We consider costs. When thinking about adding functionality to IoT services, we used a Python application 

as a sample. The number of lines to check when adding a function has been reduced to 2/3. We believe that 

the impact confirmation operation will be lower and the modification cost can be reduced. 

In this analysis, we combined static analysis, which has been commonly used, with dynamic analysis to 

respond to each user. The analysis itself uses function calling relationships, and we have confirmed that this 
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is sufficient for division. More detailed analysis becomes possible with additional information such as writing to 

the same data, access logs of databases and files, and continuous execution. 

5 RELATED WORK 

Regarding offloading to GPU, there are existing studies such as [29][30][31]. [29] used metaprogramming and 

JIT (Just In Time) compilation for GPU offloading of C++ expression templates, whereas [30][31] worked on 

GPU offloading using OpenMP. However, few methods automatically convert existing code for GPUs, which 

we are aiming for, without introducing a new development model or manually inserting directives. 

There are [32][33][34] and other studies on FPGA offloading. [32] proposed a way to offload nested loops 

to the FPGA. [34] used a CPU-FPGA hybrid machine to speed up programs in slightly modified standard C 

language. These methods require manual addition of instructions, such as parts to be parallelized using 

OpenMP or other specifications.  

[35][36][37][38] are IoT frameworks. [35] specializes in the development method of microservices and 

improves efficiency. [36] is a framework for smart government to improve efficiency. The IoT framework 

increases productivity, but it requires specialized knowledge according to specialized methods and targets, 

similar to development when using IoT PF of a major cloud provider. . 

[39][40][41][42] are studies on automatic configuration in IoT. Implementation of Home GW is being 

considered for automatically setting MQTT devices and industrial IoT environments. Since the number of IoT 

devices, such as sensors and actuators, is much larger than before, the reduction of setting operation by 

automatic configuration has a great advantage. However, although the automatic configuration is being 

considered, there is no attempt to automatically build an IoT service that incorporates the processing that the 

user wants to conduct. 

[43] analyzes large-scale business applications, divides them into functions, and visualizes them. Although 

the target is a large-scale business application, the aim of analyzing and dividing the application is similar to 

that of our technology. The technology performs clustering by understanding the call destination of the 

program and the group of programs to be written and weighting the relationships. Furthermore, if access logs 

to the DB can be used, the range to be executed as a series of processes is found and the clustering results 

are corrected. The difference is that it targets large-scale business applications such as ERP (Enterprise 

Resource Planning) and uses a lot of information such as DB access logs for dividing. Our technology uses 

simple information for analysis so that even small-scale applications that do not use a DB or applications that 

do not require persistence can be divided and have functionalities added. 

Regarding offloading to GPUs and FPGAs, the mainstream is to manually add instructions for OpenMP, 

OpenCL, etc. and offload accordingly, and there are almost no methods to automatically offload existing code. 

The same is true for IoT adaptation, and although frameworks and automatic configuration have been 

researched, there are no methods that can be easily used even by users without knowledge of IoT PF, etc. 

Regarding the addition of functions by users to general-purpose programs other than IoT, there have been 

studies on large-scale business applications, but no methods have been developed to facilitate the addition of 

functions to small-scale applications used by general users. 
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6 CONCLUSION 

In this paper, we applied the automatic division method to IoT services as an element of environment-

adaptive software that automatically adapts software to the environment and operates applications, so that 

users can easily customize their own services.  

The proposed method grasps the calling relationships between files that contain functions by analyzing 

both the static state in which the program is not running and the dynamic state in which it is running. It 

automatically proposes divisions between groups of files that have no calling relationship and are not related 

and divisions between groups of files that communicate with each other. With the proposed method, the 

number of lines in the divided file group is smaller than that in the original file group, and the scope of 

checking the change impact when adding original processing that the user wants to perform becomes smaller. 

As a sample application, we applied the proposed method to an IoT service that displays temperature, and it 

is divided into IoT GW and IoT PF, allowing the use of the right materials in the right places. The new function 

addition group has 300 lines out of the total 480 lines, making it easy to add and change functions.  

In the future, we will apply the proposed automatic program division method to other types of services and 

evaluate its effectiveness with various types of services. 
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