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We have proposed environment-adaptive software that automatically converts normal code in accordance with the 

environment and enables high-performance operation. In this paper, we study the overall processing performed for 

reconfiguration during operation, and newly propose resource amount reconfiguration, measure the processing time for 

reconfiguration during operation, and discuss reconfiguration timings. 
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1 INTRODUCTION 

Moore's law is expected to slow down in the coming years. In response to this, the use of devices such as 

FPGAs (Field Programmable Gate Arrays) and GPUs (Graphics Processing Units) is increasing in addition to 

CPUs (Central Processing Units). For example, Microsoft uses FPGAs to improve search efficiency [1], and 

Amazon provides FPGA and GPU instances [2] with cloud technology (for example, [3]-[6]). Also, the use of 

IoT (Internet of Things) devices (for example, [7]-[19]) is increasing. 

However, to properly utilize devices other than CPUs, programs need to be created that take device 

characteristics into consideration. Knowledge of OpenMP (Open Multi-Processing) [20], OpenCL (Open 

Computing Language) [21], CUDA (Compute Unified Device Architecture) [22], or embedded technology is 

required, so the skill barrier is high. [23]-[31] are other reconfiguration works. Therefore, we proposed the 

concept of environment-adaptive software that automatically converts and arranges the code once written so 

that it can use FPGAs and GPUs in the deployment environment, and it runs the application with high 

performance. At the same time, we have proposed and evaluated a method for automatically offloading 

application loop statements to FPGAs and GPUs, and a method for optimizing the amount and placement of  
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Figure 1: Processing flow of environment-adaptive software. 

application resources [32]-[36] In addition, after the start of operation, we propose and evaluate FPGA, GPU, 

and placement reconfiguration methods during operation that change the configuration based on actual usage. 

In this paper, we examine the overall processing performed for reconfiguration during operation, which has 

been examined individually so far. As part of this, we newly consider reconfiguring the amount of resources 

that had not been considered. In addition, we measure the processing time of reconfiguration during operation 

and examine the execution timing. 

2 RECONFIGURATION DURING OPERATION 

2.1 Previous proposal 

We previously proposed the processing flow shown in Fig. 1 for realizing software environment adaptation. 

The environment-adaptive software operates in cooperation with the verification environment, production 

environment, test case DB (database), code pattern DB, and facility resource DB, centering on the 

environment adaptation function. 

Here, Steps 1-6 perform code conversion, resource amount setting, allocation location setting, and 

operation check, which are necessary before the start of operation. In Step 7, we reconfigure software when it 

is better to change the configuration. 

2.2 Overall processing of reconfiguration during operation 

Reconfiguration during operation is performed in Step 7, here, the purpose of reconfiguration during operation 

is clarified. Before starting to use the environment-adaptive software, optimization is performed in accordance 

with the test pattern assumed by the user, and code conversion, setting of resource amount, and setting of 

placements are performed on the basis of on the assumed test case. However, after the actual operation 

starts, the request trend may possibly not be the one that was assumed in advance, and that the usage trend 

will be unexpected. For example, the operation started with FPGA logic that accelerates SQL processing, but 

after half a year, NoSQL queries became mainstream. To maintain high-speed performance by reconfiguring 

to a more appropriate configuration even in such cases, reconfiguration during operation is automatically 
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performed by analyzing actual usage data. In the reconfiguration process during operation, the environment 

adaptation process, which is optimized before the start of operation, is appropriately performed on the actual 

usage, not on the assumed data in advance. The environment adaptation processing to be performed is 

FPGA logic reconfiguration, GPU logic reconfiguration, resource amount reconfiguration, and placement 

reconfiguration. All of these may be performed collectively or each step may be performed independently. 

These may be performed in accordance with the type of business form. 

2.3 Each reconfiguration process during operation 

2.3.1 FPGA or GPU logic reconfiguration 

Regarding FPGA logic reconfiguration and GPU logic reconfiguration, we have proposed and evaluated the 

details in previous papers. Although the logic is reconfigured in the following six stages, the general concept 

of reconfiguration is the same for FPGAs and GPUs. 

1. The system analyzes production request data history for a certain period of time, identifies multiple 

applications with the highest processing time load, and obtains the most frequent data size data when using 

those applications. 

2. The system extracts offload patterns that speed up test cases for the most frequent data in multiple 

high-load applications through verification environment measurement trials. 

3. The system measures the processing time of the current offload pattern and multiple extracted new 

offload patterns and obtains the performance improvement effect on the basis of the frequency of production 

use. 

4. The system judges a reconfiguration proposal on the basis of whether the performance improvement 

effect of the new offload pattern is greater than the threshold of that of the current offload pattern. 

5. The system proposes the execution of FPGA/GPU reconfiguration to the user and obtains an OK/Not 

OK response. 

6. The system performs the static reconfiguration by starting another OpenCL/OpenACC (Open 

ACCelerators) [37] in a production environment. 

2.3.2 Resource amount reconfiguration 

Regarding the resource amount setting before the start of operation, we have proposed and evaluated the 

details in previous papers, but we will newly consider the reconfiguration of the resource amount in this paper. 

Before starting operation, when determining the appropriate resource ratio between CPU and offload 

device, refer to [38] or so on to avoid any device processing becoming a bottleneck. Specifically, on the basis 

of the processing time of the assumed test case, the resource ratio is determined so that the processing time 

of the CPU and the offload device are of the same order. Next, we deploy the application to the production 

environment. When deploying the application to the production environment, we determine the amount of 

resources by maintaining the resource ratio as much as possible so as to meet the cost requirements 

specified by the user. 

After the start of operation, the most frequent data when using the application is acquired instead of the 

pre-assumed test cases, and the appropriate resource ratio is calculated using the test cases with the most 

frequent data. Since a large price increase after the start of operation is difficult for users to tolerate, when 
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determining the amount of resources, reconfiguration is proposed only when the price is the same as or lower 

than the initial price. 

2.3.3 Placement reconfiguration 

We have proposed and evaluated the details of the placement reconfiguration in previous papers. Regarding 

the placement of offload applications, before the start of operation (refer to [39] or so on), we can place them 

appropriately in accordance with the placement status of other applications. However, after the start of 

operation, the placement of other applications is increasing, so the overall placement needs to be optimized 

considering their placements. 

The placement reconfiguration is calculated and determined by a linear programming solver such as GLPK 

[40] in accordance with formulas (a)-(c), and formula (a) for the value S relating to users satisfaction is newly 

added before the operation start. Regarding user satisfaction, if the pre-reconfiguration response time 

R_k^{before} becomes X times after reconfiguration R_k^{after}, then X is the relevant value, and the pre-

reconfiguration price P_k^{before} becomes Y times after reconfiguration P_k^{after}, then P is the relevant 

value. The objective function of re-placement calculation is a value related to the satisfaction of all users to be 

reconfigured, and the placement that minimizes the sum of X+Y for all applications is calculated to find the 

overall optimum placement. 

 

3 PROCESSING TIME MEASUREMENT 

So far, only individual reconfigurations have been evaluated, but in this paper, we implement all the 

reconfiguration processing performed by the environment-adaptive software, measure the processing time of 

each processing, and discuss the execution timing. 

3.1 Measurement conditions 

In the FPGA reconfiguration, the signal processing tdFIR [41] is offloaded to the FPGA by the existing method 

[33] before the start of operation, and the image processing MRI-Q [42] running on the CPU was included with 

operation. We apply a request load for a certain period of time and confirm a reconfiguration proposal to the 

new offload pattern that has a high performance improvement effect. 

FPGA offload target loop statements: tdFIR 6, MRI-Q 16 

Arithmetic intensity narrowing: Narrowing to top 4 loop statements for arithmetic intensity analysis 

Resource efficiency narrowing: Narrowing to top 3 loop statements in resource efficiency analysis 

Number of measured offload patterns: 4 (The first time measured the top three loop statement offloads, 

and the second time measured the combination pattern of the two loop statement offloads that performed well 

in the first time.) 
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Request load: tdFIR 200 req/h, MRI-Q 10 req/h load with three data sizes. tdFIR requests 162 KB, 2.06 

MB, and 33.0 MB sample data with a ratio of 75:120:5. MRI-Q requests 32*32*32, 64*64*64, double size of 

64*64*64 sample data (64*64*64 copied and added) with a ratio of 3:5:2.  

Load analysis time: 1 hour 

Number of load top applications: 2 

Performance improvement effect threshold: 2 

 

In the GPU reconfiguration, the Fourier transform NAS.FT [43] was offloaded to the GPU by an existing 

method [36] before the start of operation, and the incompressible fluid analysis Himeno benchmark [44] 

running on the CPU was included with the operation. We apply a request load for a certain period of time and 

confirm a reconfiguration proposal to the new offload pattern that has a high performance improvement effect. 

GPU offload target loop statements: NAS.FT 81, Himeno Benchmark 13 

Number of individuals M: NAS.FT 30, Himeno Benchmark 10 

Number of generations T: NAS.FT 30, Himeno Benchmark 10 

Goodness of fit: (processing time)^{-1/2}  

The shorter the processing time, the higher the goodness of fit. By using the (-1/2) power, it is possible to 

prevent the search range from narrowing due to too high matching of a specific individual whose processing 

time is very short. 

Selection: Roulette Selection. However, elite preservation, which preserves the highest goodness of fit 

gene in the next generation without crossover or mutation, is also performed. 

Crossover rate Pc: 0.9 

Mutation rate Pm: 0.05 

Request load: NAS.FT 20 req/h, Himeno Benchmark 30 req/h load with 3 data sizes. In NAS.FT, the 

sample data sizes of classes W, A, and B are requested in a ratio of 3:5:2. In the Himeno benchmark, the 

sample data sizes of M, L, and XL are requested in a ratio of 2:5:3.  

Load analysis time: 1 hour 

Number of load top applications: 2 

Performance improvement effect threshold: 2 

 

In resource amount reconfiguration, NAS.FT and Himeno Benchmark are used to determine the amount of 

resources on the basis of the initially assumed data size, and after starting operation, it is confirmed that the 

resource amount is reconfigured when the actual data size differs significantly from the expected size.  

The initial assumed data size is class W for NAS.FT and size XL for Himeno Benchmark. NVIDIA vGPU 

[45] is used for dividing and reallocating GPU resources. Resources can be allocated in units of 1 Core for 

CPU and 4 GB RAM for GPU, and the cost ratio of CPU 1 Core: GPU 4 GB RAM is 1:2.5. 

 

In placement reconfiguration, we simulate overall placement optimization that improves the average 

satisfaction of multiple users when NAS.FT is offloaded to GPU and MRI-Q is offloaded to FPGA. When 300 

applications are placed in order and then 100 new applications are placed, the optimal placement is 

calculated for 100, 200, and 400 applications for re-placement calculation. The simulation conditions are as 

follows. 
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The deployment topology consists of 4 layers, with 5 locations of cloud layer, 20 locations of carrier edge 

layers, 60 locations of user edge layers, and 300 input nodes. 

In the cloud, there are 8 CPUs, 4 GPUs with 16 GB RAM, and 2 FPGAs servers. In the carrier edge, there 

are 4 CPUs, 2 GPUs with 8 GB RAM, and 1 FPGA servers. In the user edge, there are 2 CPUs and 1 GPU 

with 4 GB RAM servers. The monthly charges for all resources used by one server were 50,000, 100,000, and 

120,000 yen in the cloud, respectively. Carrier edge and user edge are relatively expensive, and we set them 

at 1.25 and 1.5 times that of the cloud. The link bandwidth is 100 Mbps between cloud and carrier edge, and 

10 Mbps between carrier edge and user edge. The link cost was 8,000 yen/month for a 100 Mbps link and 

3,000 yen/month for a 10 Mbps link. 

As for the resources used by the applications, NAS.FT uses GPU 1GB RAM, bandwidth 2Mbps, transfer 

data amount 0.2 MB, and processing time 5.8 seconds. MRI-Q uses 10% of FPGA server resources, 

bandwidth 1 Mbps, transfer data amount 0.15 MB, and processing time 2.0 seconds. 

Applications placement requests are generated randomly from 300 input nodes to upper nodes. As for the 

number of placement requests, the ratio of NAS.FT: MRI-Q = 3:1 makes 300 requests for the initial placement 

of the application. As user requirements, price, response time, or both are selected when requesting 

placement. In the case of NAS.FT, an upper limit price of 7,500 yen (a), 8,500 yen (b), or 10,000 yen (c) per 

month is selected, and an upper limit response time of 6 seconds (A), 7 seconds (B), or 10 seconds (C) is 

selected. In the case of MRI-Q, the upper limit of price is 12,500 yen (x) or 20,000 yen (y) per month, an 

upper limit response time of 4 seconds (X) or 8 seconds (Y) is selected. For NAS.FT, a, b, c, A, B, C, aC, bB, 

bC, cA, cB, cC are set to 1/12 each, and for MRI-Q, x, y, X, Y, xY, yX, yY are set to 1/7 each. 

3.2 Verification environments 

Figure 2 shows the measurement environment. For FPGA reconfiguration, Intel FPGA PAC D5,005 is used 

and controlled by Intel Acceleration Stack 2.0 [46]. For GPU reconfiguration, NVIDIA GeForce RTX 2,080 Ti is 

used and controlled by PGI Compiler 19.10 [47]. In the resource amount reconfiguration, the GPU resources 

of NVIDIA Tesla T4 are divided and used by NVIDIA vGPU 12.2 [45]. For placement reconfiguration, 

simulation is performed with GLPK 5.0 [40]. 

3.3 Results 

The improvement results and processing time by reconfiguration of FPGA reconfiguration, GPU 

reconfiguration, resource amount reconfiguration, and placement reconfiguration are shown. 

Figure 3(a) shows the improvement in FPGA offload processing time before and after the reconfiguration 

proposal and the total processing time for a certain period related to it. Before the reconfiguration, tdFIR was 

offloaded, and the total request processing time of 79.7 seconds was 1 hour of load. As a result of the 

analysis, tdFIR and MRI-Q are the two applications with the highest load. By searching for offload patterns by 

using the most frequent data after the start of operation and multiplying the number of production uses, the 

degree of improvement in processing time reduction is 41.1 seconds/hour for tdFIR before reconfiguration and 

252 seconds/hour for MRI-Q after reconfiguration. From Fig. 3(a), a reconfiguration is proposed that checks 

the improvement threshold of 2.0 and changes the offload application from tdFIR to MRI-Q. Since the 

compilation time of the application is dominant, the processing time depends on it. For both applications, 1 

compilation takes about 6 hours, so it takes about 1 day to measure 4 patterns. 
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Figure 2: Verification environments. 

Figure 3(b) shows the degree of improvement in GPU offload processing time before and after the 

reconfiguration proposal and the total processing time for a certain period related to it. Before the 

reconfiguration, NAS.FT was offloaded, and the total request processing time of 1,210 seconds was one hour 

of load. As a result of the analysis, Himeno Benchmark and NAS.FT are the two applications with the highest 

load. By searching for offload patterns using the most frequent data after the start of operation and multiplying 

the number of production uses, the degree of improvement in processing time reduction was 308 

seconds/hour for NAS.FT before reconfiguration, and 1,180 seconds/hour for the Himeno benchmark after 

reconfiguration. From Fig. 3(b), a reconfiguration is proposed that checks the improvement threshold of 2.0 

and changes the offload application from NAS.FT to Himeno Benchmark. The processing time depends on 

the size of the application, such as the number of for statements, but in the case of NAS.FT, the offload 

pattern search after reconfiguration takes about 6 hours. 

Figure 4(a) shows the set resource amount, cost, and cost-effectiveness before and after reconfiguration. 

After optimizing NAS.FT with data size W and Himeno Benchmark with data size XL and starting operation, 

the most frequent data after the start of operation are B and M, respectively. In NAS.FT, the data size has 

increased from W to B, and the amount of calculation has increased, so it is calculated that it is better to 

increase the GPU resource relative to the CPU. It was thought that increasing the GPU to 16 GB RAM would 

be more cost-effective, but reconfiguration is not proposed as it would increase the price significantly. On the 

other hand, in the Himeno benchmark, the data size decreased from XL to M, and the amount of calculation 

decreased, so it is calculated that GPU resources can be reduced relative to CPU. A proposal was made to 

reduce the GPU to 8 GB RAM, increasing the cost-effectiveness by a factor of 1.5. Proposals for reconfiguring 

resource amount are made within seconds. 

Figure 4(b) shows average value of R_k^{after}/R_k^{before}+P_k^{after}/P_k^{before} of the re-placed 

applications on the vertical axis in the reconfiguration simulation. Although there are some variations, about 

10% or less of the number of applications to be calculated for re-placement are actually reconfigured. From 

Fig. 4(b), the average of R_k^{after}/R_k^{before}+P_k^{after}/P_k^{before} is about 1.96 for the re-placed 

applications. This value is not greatly improved from 2. For example, when NAS.FT is re-placed from the 

carrier edge to the cloud, the response time drops from 6.6 to 7.4 seconds, but the price drops 7,000 yen from 

8,400 yen, and the value will drop from 2 to 1.954. As the number of applications to be calculated increased, 

the number of conditional expressions for linear programming increased, but even 400 applications were 

completed within 1 minute. 
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Figure 3: a) FPGA logic reconfiguration results. (b) GPU logic reconfiguration results. 

 
Figure 4: (a) Resource amount reconfiguration results. (b) Applications re-placement results. 

3.4 Discussion 

The reconfiguration of FPGA, GPU, and placement is evaluated in other papers, but the newly proposed 

resource amount reconfiguration is also highly user-friendly. It analyzes data size trends and proposes cost-

effective reconfiguration when prices are similar or lower. 

The processing time for each reconfiguration during operation depends on the application, but in this 

measurement, FPGA reconfiguration takes 1 day, GPU reconfiguration takes 6 hours, resource amount 

reconfiguration takes several seconds, and placement reconfiguration takes 1 minute for 400 applications. In 

the case of FPGA, it takes about 6 hours to compile an application, so even if the number of verification 

environment measurements is 4, it takes about 1 day for 1 application. In the case of GPU, genetic algorithm 

[48] is used to search for reconfiguration patterns, so it takes about six hours for one application because it 

performs many measurements with multiple generations and multiple individuals. Reconfiguration of the 

resource amount involves selecting the most frequent data and calculating the resource ratio and amount in 

accordance with the processing time at that time, which takes several seconds. Placement depends on the 
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solver's linear programming calculation time. It takes less than 10 seconds for 100 applications, but it takes 1 

minute for 400 applications, and it takes longer as the number of applications increases. 

Frequent changes are not desirable because changes in resource amount and placement affect prices. 

Therefore, the reconfiguration trial is assumed to be about once every one to several months. However, at the 

start of operation, all adaptive processing is performed before operation is started, but reconfiguration during 

operation may be performed independently for each process. For example, FPGA, GPU logic, and resource 

amount reconfiguration may be done once every three months, and placement reconfiguration may be done 

at fixed increments, such as every 100 applications, depending on the type of business form. 

4 CONCLUSIONS 

In this paper, the overall processing performed for the reconfiguration during operation of the important 

elements of environment-adaptive software is examined. As part of this, we have added a new method for 

reconfiguring the resources sizes. We measured each processing time of reconfiguration during operation. 

For FPGA and GPU logic, we find appropriate patterns by periodically performing optimization trials in a 

verification environment using the most frequent data after the start of operation. For the amount of resources, 

we find the appropriate resource ratio and amount from the CPU and offload device processing time for the 

most frequent data. For the placement, we find an appropriate placement by calculating the global 

optimization with the response time and the price condition by using a linear programming method. We 

implemented all the reconfiguration processes and measured the processing time. It took 1 day for FPGA 

reconfiguration, 6 hours for GPU reconfiguration, several seconds for resource amount reconfiguration, and 1 

minute for placement reconfiguration with 400 applications. 

In the future, we will discuss the commercial implementation timing of each reconfiguration process in 

accordance with the confirmed processing time of reconfiguration during operation. 
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