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To use heterogeneous hardware, programmers needed sufficient technical skills such as OpenMP (Open Multi-Processing), 

CUDA (Compute Unified Device Architecture), and OpenCL (Open Computing Language). Therefore, I have proposed 

environment-adaptive software that enables high-performance operation by automatically converting and configuring the 

code once written, and have been working on automatic conversion and proper placement. However, until now, where to 

initially place the converted application has been considered, but the overall optimal placement has not been considered in 

consideration of the placement status of other users. In this paper, as a new element of environment-adaptive software, I 

study the relocation during operation, which improves the overall user satisfaction by considering the placement of other 

users, using a linear programming method. It was confirmed that it can be properly rearranged through simulation 

experiments. 

CCS CONCEPTS • Software and its engineering • Software creation and management • Software 

development technique 

Additional Keywords and Phrases: Environment-Adaptive Software, Automatic Offloading, Optimum 

Placement, Reconfiguration during Operation 

1 INTRODUCTION 

In recent years, Moore's Law is expected to slow down. Under such circumstances, not only CPUs (Central 

Processing Units) but also devices such as FPGAs (Field Programmable Gate Arrays) and GPUs (Graphics 

Processing Units) are being increasingly used. For example, Microsoft uses FPGAs to improve Bing search 

efficiency [1], and Amazon Web Services provides FPGAs and GPUs instances [2] with cloud technology (for 

example, [3]-[9]). In addition, the use of IoT devices in systems (for example, [10]-[18]) is increasing.  

However, in order to properly utilize devices other than CPUs, it is necessary to create programs that are 

conscious of device characteristics, such as OpenMP (Open Multi-Processing) [19], OpenCL (Open 

Computing Language) [20] and CUDA (Compute Unified Device Architecture) [21] and embedded technology 

are required, so the skill barrier is high. Java [22] says that the code once written can be run anywhere, but 

the performance was out of consideration. Therefore, I have proposed environment-adaptive software which 
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enables automatically conversion and deployment of the code once written so that the GPU, FPGA and 

many-core CPU that exist in the deployment destination environment can be appropriately used to operate 

the application with high performance. I also proposed and evaluated a method for automatically offloading 

application loop statements and functional blocks to FPGAs and GPUs as elements of environment-adaptive 

software [23]-[28]. Furthermore, I proposed a method for optimizing the placement destination of the 

converted application by satisfying the user's response time and price request.  

In this paper, as a new element of environment-adaptive software, I propose and evaluate the 

reconfiguring method during operation in which the application that is converted, deployed and operated is 

relocated based on the placement status of other users to improve overall users' satisfaction. The 

contributions of this paper are as follows. 

- I propose a method to calculate the relocation that improves the satisfaction of the entire user for every 

fixed number of user application placements using the linear programming method. 

- For 700 applications, I perform a simulation to calculate the relocation and show that the relocation 

improves the satisfaction of the entire user. 

2 EXISTING TECHNOLOGIES 

2.1 Technologies on the market 

CUDA is widespread as an environment for performing GPGPU (General Purpose GPU) (for example, [29]) 

that also uses the parallel computing power of GPU for general purposes. CUDA is an environment of NVIDIA 

for GPGPU, but OpenCL and its development environment (for example, [30]) has come out as specifications 

for handling heterogeneous devices such as FPGA, many-core CPU, GPU in the same way. However, 

although CUDA and OpenCL codes are forms in which the C language is extended, the difficulty of the 

program such as the description of memory processing is high. 

For this reason, it is difficult for programmers with poor skills to use FPGAs and GPUs to speed up 

applications. In addition, even when using automatic parallelization technology (for example, [31]), trial 

operations of appropriate parallel processing part search was necessary to achieve high performances. As an 

effort to automate trial of parallel processing part search using instruction based specifications (for example, 

OpenACC (Open ACCelerators) [32][33]), I propose automatic GPU offloading using evolutionary computation 

method.  

Regarding placement, there is research on optimizing the deployment position of VN (Virtual Network) for a 

group of servers on the network as an optimal use of network resources [34]. In [34], the optimum placement 

of VN is determined in consideration of communication traffic. However, for single-resource virtual networks, 

the purpose is to reduce carrier equipment costs and overall response time, and it did not consider conditions 

such as the processing time of different applications and individual user prices and response time requests. 

2.2 Previous proposals 

To adapt software to an environment, I previously proposed environment-adaptive software [28], the 

processing flow of which is shown in Figure 1. The environment-adaptive software is achieved with an 

environment-adaptation function, test-case database (DB), code-pattern DB, facility-resource DB, verification 

environment, and production environment. 
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Figure 1: Processing flow of environment-adaptive software. 

Step 1: Code analysis 

Step 2: Offloadable-part extraction 

Step 3: Search for suitable offload parts 

Step 4: Resource-amount adjustment 

Step 5: Placement-location adjustment 

Step 6: Execution-file placement and operation verification 

Step 7: In-operation reconfiguration 

In Steps 1-7, the processing flow conducts code conversion, resource-amount adjustment, placement-

location adjustment, and in-operation reconfiguration for environment adaptation. 

I will summarize this section. Because most offloading to heterogeneous devices is currently done 

manually, I proposed the concept of environment-adaptive software and automatic offloading to 

heterogeneous devices. However, regarding the placement of the application after automatic conversion, only 

the placement of the individual optimum according to the requirements of the individual user is examined, and 

the placement of the overall optimum is not examined in consideration of the placement situation of other 

users. Therefore, in this paper, I study to improve the satisfaction of multiple users to be reconfigured by 

reconfigured the placement after the start of operation. 

3 RECONFIGURATION OF APPLICATION PLACEMENT 

To embody the concept of environment-adaptive software, I have proposed automatic GPU and FPGA 

offloading of program loop statements and functional blocks and automatic adjustment of the offloading 

devices resource amounts. Based on these elemental technology studies, Section 3.1 outlines automatic 

GPU offloading technology for loop statements as an example, and in 3.2, the existing initial placement 

method and the necessity of reconfiguration will be described. In 3.3, I formulate a linear programming 

method and propose a method for appropriately reconfiguring placements of applications. 

3.1 Automatic GPU offloading of loop statements 

There are many cases where a program running on a normal CPU is speeded up by offloading it to a device 

such as a GPU or FPGA, but there are few cases where it is automatically conducted. For automatic GPU  
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Figure 2: Automatic GPU offload of loop statements. 

offloading of loop statements, I have proposed several methods [23][28]. 

First, as a basic problem, the compiler can find the limitation that this loop statement cannot be processed 

in parallel on the GPU, but it is difficult to find out whether this loop statement is suitable for parallel 

processing on the GPU. Loops with a large number of loops are generally said to be more suitable, but it is 

difficult to predict how much performance will be achieved by offloading to the GPU without actually 

measuring it. Therefore, it is often the case that the instruction to offload this loop to the GPU is manually 

given and the performance measurement is tried. On the basis of that, [23] proposes automatically finding an 

appropriate loop statement from codes parsed by parsing library such as Clang [35] that is offloaded to the 

GPU with a genetic algorithm (GA) [36], which is an evolutionary computation method. From a general-

purpose program for normal CPUs that does not assume GPU processing, the proposed method first checks 

the parallelizable loop statements. Then for the parallelizable loop statements, it sets 1 for GPU execution and 

0 for CPU execution. The value is set and geneticized, and the performance verification trial is repeated in the 

verification environment to search for an appropriate area. By narrowing down to parallel processing loop 

statements and holding and recombining parallel processing patterns that can be accelerated in the form of 

gene parts, patterns that can be efficiently accelerated are explored from the huge number of parallel 

processing patterns (see, Figure 2). 

The work of Yamato (2019) proposes transferring variables efficiently [28]. Regarding the variables used in 

the nested loop statement, when the loop statement is offloaded to the GPU, the variables that do not have 

any problem even if CPU-GPU transfer is performed at the upper level are summarized at the upper level. 

This is because if CPU-GPU transfer is performed at the lower level of the nest, the transfer is performed at 

each lower loop, which is inefficient. I also proposed a method to further reduce CPU-GPU transfers. 

Specifically, for not only nesting but also variables defined in multiple files, GPU processing and CPU 

processing are not nested, and for variables where CPU processing and GPU processing are separated, the 

proposed method specifies to transfer them in a batch. 

Regarding GPU offload of loop statement, automatic offload is possible by optimization using the 

evolutionary computation method and reduction of CPU-GPU transfer.  

Using a similar method, I have proposed automatic conversion of loop statements for FPGA and automatic 

offloading of function blocks. I also proposed a method of automatically adjusting the resource amounts of the  
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Figure 3: Network topology example. 

offload destination device in order to operate with good cost performance after automatic code conversion. 

3.2 Existing method and necessity of reconfiguration 

As the computational node link, we assume a three-layer topology of user edge, carrier edge, and cloud (for 

example, Figure 3). Computational nodes can be divided into three types; CPU, GPU, and FPGA. Nodes 

equipped with GPU and FPGA are provided as GPU and FPGA instances by virtualization technology (for 

example, [37]), including CPU resources.  

In the past, as in the study of [34], for example, the location where the server accommodating the virtual 

network is placed was systematically designed in view of long-term trends such as increased traffic. On the 

other hand, environment-adaptive software has two characteristics. The first is that the placement application 

is not statically determined, but is automatically converted for GPU and FPGA, and the offload pattern suitable 

for the usage is extracted through actual measurement through GA and so on, so the application code and 

performance can be dynamically changed. Second, it is not only necessary to reduce carrier equipment costs 

and overall response time, but it is also necessary to meet individual user requirements for response time and 

price, and the application placement policy can be changed dynamically.  

Based on these two characteristics, I previously proposed a method which uses a linear planning method 

to calculate the response time and price of the converted application when the user requested the application 

placement in order to satisfy the user's response time request and price request. The proposed method 

minimizes either the response time or the price as the objective function for users' requests.  Using the 

proposed method, I have confirmed the effectiveness by simulating the placement optimization of 1000 

applications with GLPK (Gnu Linear Programming Kit) 5.0, assuming multiple types of applications.  

However, in the proposed method, the application is arranged according to the response time and price 

request of each individual user, so that it is basically a first-come-first-served basis. For example, if there are 

only requirements that prioritize cheapness, the cloud will be filled, and if there are only requirements that 

prioritize speed, the edges will be filled, and after filling, it will be necessary to deploy to other servers. 

Therefore, in order to ease the first-come-first-served placement, it is necessary to reconfigure the placement  
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not only before the start of operation but also after the start of operation. 

3.3 Reconfiguration method 

In this subsection, I propose a reconfiguration method for reconfigure the application to an appropriate 

placement location taking into account the placement status of other users, including the formulation of the 

linear programming method. 

In the reconfiguration, for placement of a certain number of applications (for example, 100 applications and 

so on), the placement and reconfiguration of a certain number of applications (for example, 100 applications 

and so on) is calculated on a trial in a form that satisfies the initial requirements of multiple users. Through this 

process, the proposed method improves the total user satisfaction determined by changes in response time 

and price. Reconfiguration is actually performed only when the effect of reconfiguration is high, such as when 

the total satisfaction level exceeds a certain threshold as a result of trial calculation of reconfiguration. Since 
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the actual reconfiguration requires a change in the application execution server, the proposed method uses a 

way such as live migration to suppress the user influence.  

The linear programming equations for reconfiguration are shown in (1)-(5), and the parameters are shown 

in (1) is the objective function to evaluate total user satisfaction evaluation, (2)(3) are the constraint conditions 

of response time and price which are specified by the user request for each application deployment, and 

(4)(5) are the constraint conditions of server resource upper limit.  

First, the new placement is arranged according to the equations (2)-(5). At the time of placement, the user 

can set requirements for response time or price or both. Response time Request R_k^{upper} specifies within 

seconds a response is required, and price request P_k^{upper} specifies how much or less a month. If only 

one of (2)(3) is specified, the minimization of the opposite is the objective function, and if both are specified, 

the objective function is specified by the user to minimize response time or price. (4)(5) are constraint 

conditions that set the upper limit of the calculation resource and communication band, and it is calculated 

including the application placed by other users, and prevents the resource upper limit excess due to the new 

application placement. New placement is performed by sequentially performing the calculations (2)-(5) in 

response to the user's placement request.  

Next, the reconfiguration is considered. The reconfiguration is calculated according to (1)-(5), but in 

particular, the calculation of the value S which is related to total user satisfaction is newly added. Regarding to 

satisfaction of individual users, 1 point for response time and 1 point for price in the placement before 

reconfiguration. If the response time before reconfiguration R_k^{before} is multiplied by X to R_k^{after} after 

reconfiguration, X is the value related to response time satisfaction, and the price before reconfiguration 

P_k^{before} is multiplied by Y to P_k^{after} after reconfiguration, Y is the value related to price satisfaction . 

The objective function of the trial calculation of reconfiguration is the total user satisfaction of a certain number 

of applications to be reconfigured, and the placements that minimize the summation of (X + Y) for multiple 

applications is calculated. The specific content of the objective function is described in (1). Also, if the user 

has specified only one constraint condition at the time of new placement, only one of (2) or (3) is specified in 

that application.  

Based on the linear programming equations (1)-(5), the effect of reconfiguration is calculated by deriving a 

solution using a linear programming solver such as GLPK or CPLEX (IBM Decision Optimization). The 

number of applications to be reconfigured is a fixed value and may not be all applications. The solver 

calculation time increases as the number of applications that calculate reconfiguration increases. Therefore, 

the setting of a certain number of application can be variable, and optimization of 100 applications for every 

100 placements, optimization of 1000 applications or so on are determined by adjusting the size according to 

the solver calculation time. 

4 EVALUATION 

4.1 Evaluation conditions 

4.1.1 Applications to be simulated 

The placed applications are the Fourier transform and image processing, which are expected to be used by 

many users. 
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The Fast Fourier Transform (FFT) is used in various situations of monitoring in IoT such as analysis of 

vibration frequency. NAS.FT (NASA Fourier Transform) [38] is one of the open source applications for FFT 

processing. It calculates the 2,048 * 2,048 size of the built-in sample test.  

MRI-Q (Magnetic Resonance Imaging - Q) [39] computes a matrix Q, representing the scanner 

configuration for calibration, used in 3D MRI reconstruction algorithms in non-Cartesian space. During 

application performance measurement, MRI-Q executes 3D MRI image processing to measure processing 

time using 64*64*64 size sample data.   

Using the author's GPU and FPGA automatic offload technology [23][28], it was found that NAS.FT can be 

accelerated by GPU and MRI-Q can be accelerated by FPGA, and the performance is 5 times and 7 times 

that of CPU, respectively. 

4.1.2 Evaluation method 

The topology for arranging applications is composed of 3 layers as shown in Figure 3, with 5 sites in cloud 

layers, 20 sites in carrier edge layers, 60 sites in user edge layers, and 300 input nodes.  

In terms of servers, there are 8 CPU servers, 4 GPU servers with 16GB RAM (Random Access Memory) 

and 2 FPGA servers in the cloud, 4 CPU servers, 2 GPU servers with 8GB RAM, and 1 FPGA server in the 

carrier edge, and 2 CPU servers and 1 GPU server with 4GB RAM in the user edge. When all resources of 

one server on the cloud will be used (when using 16GB RAM for GPU server), the monthly fee is 500, 1,000, 

and 1,200 USD. Due to the aggregation effect, the monthly fee is 1.25 and 1.5 times that of the cloud, 

assuming that the carrier edge and user edge will be expensive.  

For links, a bandwidth of 100 Mbps is secured between the cloud and the carrier edge, and a bandwidth of 

10 Mbps is secured between the carrier edge and the user edge. For the link cost, I set prices that 100Mbps 

link fee is 80 USD per month, 10Mbps link fee is 30 USD per month.   

As the resource used by the application, the value when actually offloaded to GPU or FPGA is used for the 

processing time. NAS.FT uses GPU 1GB RAM, usage band 2Mbps, transfer data amount 0.2MB, and 

processing time 5.8 seconds. MRI-Q uses 10 % of the FPGA server (the number of Flip Flop and Look UP 

Table used is the FPGA resource usage), the usage band is 1 Mbps, the transfer data amount is 0.15 MB, 

and the processing time is 2.0 seconds.  

First, 600 applications are initially placed. Random placement requests are generated from 300 input 

nodes. As the number of placement requests, the application placement request is made 600 times at a ratio 

of NAS.FT:MRI-Q = 3:1. 

As a user request, a price condition or a response time condition or both is selected for each application 

when requesting placement. In the case of NAS.FT, the monthly upper limit of 75 (a), 85 (b) or 100 (c) USD 

(US Dollar) is selected for the price, and the 6 (A), 7 (B) or 10 (C) second upper limit is selected for the 

response time. In the case of MRI-Q, the monthly upper limit of 125 (x) or 200 (y) USD is selected for the 

price, and the 4 (X) or 8 (Y) second upper limit is selected for the response time. As a user request, in 

NAS.FT, a, b, c, A, B, C, aC, bB, bC, cA, cB, and cC are selected with a probability of 1/12 each, In MRI-Q, x, 

y, X, Y, xY, yX, yY are selected with a probability of 1/7 each. When the user upper limit request is one index, 

the minimization of another index is the objective function, and when there are two indexes, one is randomly 

selected and the minimization is the objective function. 

Next, after placing 600 applications, the proposed method reconfigures a certain number of applications for  
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Figure 4: (a) Changes in the number of actual reconfiguration applications, (b) Changes in user satisfaction-related 

indicators for actual reconfiguration applications.. 

100 applications placements. In this experiment, the number of placements in the placement cycle is fixed at 

100, but the number of reconfigured applications is variable to 100, 200, 400, 700 and total user satisfaction is 

calculated. 

As a comparison of the proposed methods, user satisfaction is also obtained for the method of 

reconfiguration by randomizing the placement order of the applications to be placed in order to ease the first-

come-first-served basis. 

4.2 Results 

The experiment was performed by simulation using solver GLPK5.0. Figure 4 (a) is a graph with the number 

of target applications to be reconfigured on the horizontal axis and the number of applications actually 

reconfigured on the vertical axis, and Figure 4 (b) is a graph with the number of target applications to be 

reconfigured on the horizontal axis and average value of actually reconfigured applications of 

R_k^{after}/R_k^{before}+P_k^{after}/P_k ^{before} on the vertical axis. 

Regarding the calculation time, in the case of new placement, a total of 700 applications are calculated and 

placed in order, so it takes less than 2 minutes. On the other hand, the reconfiguration calculation time is less 

than 10 seconds for 100 applications, but less than 2 minutes for 700 applications, although the conditional 

expression of the linear programming increases as the number of target applications increases. 

Regarding Fig. 4 (a), although there are some variations, it can be seen that about 10% of the number of 

target applications is actually reconfigured. In the new placement, the optimal placement is made individually 

for each application, but in the reconfiguration, it can be seen that reconfigurable applications can be found to 

some extent by calculating the appropriate placement for multiple applications at once.  

Regarding Fig. 4 (b), the average of R_k^{after}/R_k^{before}+P_k^{after}/P_k^ {before} is about 1.96 for 

the reconfigured applications, and it has been improved. This value is not a big improvement from 2, because 

for example, when NAS.FT is relocated from the carrier edge to the cloud, the response time will be 7.4 

seconds from 6.6 seconds, but the price will be about 70 USD from about 84 USD, then the value will be 

1.954 from 2. From Fig. 4 (b), it can be seen that this value is almost constant regardless of the number of 

target applications, and it is not necessary to target all applications for reconfiguration. Experimental results 

show that relocating about 10% of deployed applications improves overall user satisfaction. Since the 
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improvement in satisfaction is almost constant regardless of the number of applications for which relocation is 

calculated, it is sufficient to calculate the relocation certain fixed number of operational user application 

deployments. 

5 CONCLUSIONS 

In this paper, as a new element of the environment-adaptive software, I proposed a reconfiguration method 

that improves the satisfaction of the target users by relocating the application in consideration of the 

application placement status of other users after the start of operation.  

The proposed method uses a linear programming method and performs trial calculation to maximize total 

satisfaction of the users of the reconfigured application as the objective function. Specifically, after satisfying 

the user's response time and price requirements, the user satisfaction determined from the response time and 

price at the time of reconfiguration is calculated. In the calculation, the linear programming solver GLPK is 

used to find the solution for multiple applications to be reconfigured.  

I conducted simulation experiments assuming multiple types of applications, confirmed the improvement in 

user satisfaction when reconfiguring with the proposed method, and showed the effectiveness. Experiments 

have shown that relocating about 10% of deployed applications improves user satisfaction-related values from 

2 to 1.96. In the future, I will consider expanding the scope of reconfiguration, such as resource balance 

reconfiguration of offload devices, as well as placement. 
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