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A Position Controller for Hydraulic Excavators
with Deadtime and Regenerative Pipelines

Yuki Yamamoto1,2,∗, Jinjun Qiu3, Takayuki Doi3,
Takao Nanjo3, Koji Yamashita3, and Ryo Kikuuwe1

Abstract—This paper proposes a position controller for com-
mercial hydraulic excavators. It is constructed by combining a
proportional-derivative (PD) controller and a sliding-mode con-
troller as a differential algebraic inclusion and also is integrated
with a recently-proposed hydraulic actuator model. The use of
the PD control is intended to make the controller insensitive to
the deadtime in the hydraulic system, which is typically 0.1 s
to 0.6 s in commercial excavators. The use of the sliding-mode
controller combined with the actuator model is for handling the
saturation of the actuator force, which may happen when the
target position is not close enough to the current position and
when the relief valves open. Moreover, this paper extends the
controller to deal with the effect of the regenerative pipelines,
which are embedded in commercial excavators to realize efficient
operations but act as a source of disturbance on the controller.
This paper also shows an analysis that can be used for tuning
the controller parameters. The proposed controller was validated
with simulations and experiments using a 13-ton class excavator,
in which some set-point control tasks and trajectory-tracking
tasks were performed.

Note to Practitioners—This paper proposes a position con-
troller for hydraulic excavators. The controller was validated
with the boom and arm actuators of a 13-ton class commercial
excavator, with trajectory-tracking and set-point control tasks.
Most of the controller parameters can be set referring to available
specifications of the hydraulic circuit, such as the set pressures
of the relief valves and the cross-sectional areas of the chambers.
There are three parameters (the proportional gain, the derivative
gain, and the time constant of the convergence) that should be
carefully tuned, but their physical interpretations are relatively
straightforward, and they can also be tuned along our guideline
using pole locations of a particular transfer function. It has been
shown that the proposed controller properly works despite the
existence of the deadtime in the hydraulic systems, which are
typically 0.1 s to 0.6 s. An extended version of the proposed
controller handles the effects of the regenerative pipeline, which
exists in some hydraulic systems, e.g., the arm actuator, for
efficient operation and is not accounted for in the original version
of the controller. The accuracy of the proposed controller will be
further improved by combining it with better means to estimate
external forces by using additional sensors, such as pressure
sensors installed to actuator chambers.

Index Terms—Position control, Hydraulic systems, Time delay.
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Fig. 1. Block diagram of the proposed controller, where vr is a reference
velocity, f̂ is the intended actuator force, and u is the control input to
determine the opening ratios of the main control valves. The functions Γ
and Θ describe the quasistatic relation among the force f , the velocity v,
and the control input u, as detailed in Section II-C. The sliding surface is
σr , p− pd +H(vr − ṗd) = 0.

I. INTRODUCTION

Position control technology for hydraulic excavators is a
prerequisite for future automation in construction sites. The
actuators used in commercial excavators are composed of
many valves and pipelines, which cause strong nonlinearity
in the response characteristics of the actuators. Specifically,
the check valves and the relief valves in the hydraulic circuit
act as on-off switches of the oil flow, and thus result in
non-differentiability or discontinuity in the velocity-force and
flowrate-pressure relations. Such features of hydraulic systems
pose difficulty in the control of excavators.

One approach for the control of hydraulic systems is
employing a locally linearized model of the system. Some
controllers [1]–[4] with linearized models are reported to
achieve tracking tasks with smooth position commands. An-
other approach is combining gain-tuning methods with linear
controllers [5]–[8] in which the control gains are optimized in
metaheuristic algorithms. Some researchers [9]–[13] employ
neural networks to approximate the actuator characteristics,
but the actuator force saturation, which frequently happens
and discontinuously alters the response characteristics, has not
been taken into account.

Another problematic factor in the control of hydraulic
systems is the deadtime, which is typically 0.1 s to 0.6 s or
more [2], [4], [14] in commercial hydraulic excavators. There
have been some controllers based on models of the deadtime
in hydraulic systems [2], [4], [11], [12], but they require the
identification of the deadtime, and the control performance
depends on the precision of the identification.

Recently, the authors proposed a set-point position con-
troller [14] for hydraulic excavators. It analytically considers
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the circuit structure, composed of various valves and pipelines,
by employing a quasistatic actuator model [15]. It can be seen
as a particular type of a sliding-mode controller combined with
a deadtime compensation based on the dynamics model of the
excavator. Its biggest problem is that its control performance
highly depends on the accuracy of the state prediction, employ-
ing the plant dynamics model, for the deadtime compensation.

This paper proposes yet another position controller for
hydraulic actuators that is also a sliding-mode-like controller
but is free from explicit compensation for the deadtime.
The motivation for the controller design is to avoid using
a priori knowledge of the plant dynamics and the deadtime,
which is usually difficult to obtain in real-world applications.
The controller has a structure illustrated in Fig. 1. It is a
differential-algebraic combination of a sliding-mode controller
and a proportional-derivative (PD) controller, and employs
the quasistatic actuator model [15] to determine the control
input. The use of the PD controller is to realize a certain
level of robustness against the deadtime by tuning the gains
(cf., e.g., [16, Chapter 4]). The intention for employing a
sliding-mode-like controller is to explicitly cope with the force
saturations, which is somewhat different from a common aim
of using sliding modes to ensure accurate convergence [1],
[13], [17], [18]. In addition, the controller is extended to
handle a regenerative pipeline in the hydraulic circuit, which
is not explicitly taken into account in the quasistatic actuator
model.

The primary novelty of the proposed controller is the
differential-algebraic combination of three components; a PD
controller, a sliding mode controller, and the quasistatic actua-
tor model [15]. Some robot controllers proposed by Kikuuwe
[19], [20] were based on a similar idea, in which only a PD
controller and a sliding mode controller were combined. They
were only for actuators that do not require elaborate physical
models. The proposed controller is built on an combination
of the aforementioned three components, which is quite non-
trivial because two of the components (except the PD con-
troller) are described by set-valued functions. In addition, as a
consequence of incorporating the quasistatic actuator model
[15], the proposed controller takes into account all valves,
including the check valves and the relief valves. This feature
is indeed shared with the authors’ previous controller [14] but
the inclusion of PD controller, instead of the plant dynamics
model, differentiates the proposed controller from this previous
controller [14].

Another novelty lies in the extension of the proposed con-
troller, which takes into account the effect of the regenerative
pipeline. Its effect is treated in an approximate manner because
the quasistatic actuator model [15] does not take it into
account. The effect of the regenerative pipeline has not been
addressed in our previous controller [14].

The rest of this paper is organized as follows. Section II
provides some preliminaries regarding set-valued functions,
related work, the quasistatic actuator model [15], and the
authors’ previous controller [14]. Section III presents the
proposed position controller and its discrete-time algorithm.
Section IV provides some analyses on the controller. Sec-
tions V and VI show the results of simulations and experiments

employing a 13-ton class excavator, respectively. Section VII
concludes this paper.

II. PRELIMINARIES

A. Related Work

Several controllers [1]–[4] for hydraulic excavators have
been proposed based on a locally linearized model of the
system. Some of the controllers [1]–[3] are based on a time-
delay-control approach, in which the uncertain dynamics of
the plant are estimated from the measured states, such as
actuator torques and joint angles. Kim et al. [4] designed a
robust controller based on µ-synthesis with as a second-order
plus deadtime model of the plant. Gain-tuning methods [5]–
[8] based on metaheuristic approaches, such as particle swarm
optimization and genetic algorithms, have been proposed for
linear controllers. To handle the strong nonlinearity of the
actuator characteristics, some controllers [9]–[13] employ neu-
ral networks for the compensation of the nonlinearity. It has
been reported that smooth trajectory tracking can be achieved
with these controllers, but no controller analytically takes into
account the effects of all valves, such as the regenerative
pipelines, the force saturation and the square-root law [21]
of the pressure-flowrate relation.

It has been reported that the hydraulic systems have large
deadtime, which is typically 0.1 s to 0.6 s or more [2],
[4], [14] in commercial hydraulic excavators. Kim et al. [4]
modeled a hydraulic plant as a second-order system with a
deadtime, which is measured in preliminary experiments, and
designed a position controller based on the model. Chang
et al. [2] proposed a position controller with an additional
linear controller based on chamber pressures to compensate
for the deadtime. There are learning-based controllers for
hydraulic excavators with deadtime [11], [12]. Lee et al. [11]
proposed a motion controller based on a data-driven model of
the excavators. Egli et al. [12] proposed a control approach
employing reinforcement learning for excavators with the
deadtime. These controllers, which explicitly compensate for
the deadtime, achieve accurate trajectory tracking, but their
performance depends on the accuracy of the learning and the
identification of the actuator dynamics including the deadtime.

Some hydraulic actuators in excavators have auxiliary
pipelines known as regenerative pipelines for enhancing task
efficiency. These pipelines inject additional complexities to
the actuator characteristics. An example of work involving
regenerative pipelines is the study by Kim et al. [22]. They
proposed a velocity-field controller based on a detailed model
of actuators with regenerative pipelines, but it does not take
into account the saturation of the actuator force.

To summarize, among the aforementioned controllers, the
deadtime is addressed in [2], [4], [11], [12], [14] and the
nonlinearities of both the control valves and relief valves
are considered in [5]–[8], [14]. Thus, only [14], which is
the authors’ previous paper, considers both the deadtime and
the valve effects. It however strongly depends on a priori
knowledge on the plant dynamics and the deadtime in the
plant. The effect of regenerative pipelines is considered only
in [22], in which the relief valve effects are excluded.
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B. Mathematical Preliminaries

In this paper, R denotes the set of all real numbers and B
denotes the closed unit ball in R, i.e., B , [−1, 1] ⊂ R.

The following functions are used in this paper:

satX (x) ,


minX if x < minX
x if x ∈ X
maxX if x > maxX

(1)

sgn(x) ,

{
x/|x| if x 6= 0

[−1, 1] if x = 0
(2)

R(x) , sgn(x)
√
|x|. (3)

In addition, a function of a set should be understood in the
following manner:

Φ(X ) =
⋃
x∈X

Φ(x). (4)

Here, X is a closed interval in R. The function R, which also
appears in our previous papers [14], [15], is used to concisely
describe the square-root relations [21] between the flowrates
and the pressures across valves.
C. Quasistatic Actuator Model

The overall structure of the actuator considered in this paper
is illustrated in Fig. 2. As can be seen in the figure, the
circuit has a pump, which supplies the oil in the circuit at a
flowrate Q. In order to control the hydraulic flow, the circuit is
equipped with four main control valves and a bleed valve. The
head-side, rod-side, and pump relief valves are for securing
the oil outlet, of which the pressure limits are PhM , PrM ,
and PM , respectively. This circuit has three check valves to
prevent the backflow of the oil. The actuator is divided into
two chambers by a piston, of which cross-sectional areas and
internal pressures are denoted by A∗ and P∗ (∗ ∈ {h, r}),
respectively (where h means head-side and r means rod-side).
The actuator force is lower-bounded by −FrM , −ArPrM
and upper-bounded by FhM , AhPhM due to the effects of
the head-side and rod-side relief valves.

The ratio of the opening area to its maximum of each of
five control valves (four main control valves and the bleed
valve) is denoted by u∗ ∈ [0, 1] (∗ ∈ {ph, pr, th, tr, b}).
The flowrates Q∗ of the valves satisfy the following flowrate-
pressure relations [21], [23]:

Q∗ = c∗u∗R(∆P∗) (∗ ∈ {ph, tr, th, pr, b}) (5)

where c∗ , C∗a∗
√

2/ρ, ∆P∗ is the pressure drop across the
valve, ρ is the mass density of the oil, a∗ is the maximum
opening area of the valve, and C∗ is its discharge coefficient
[24], which is a non-dimensional quantity. It has been known
[25], [26] that C∗ is typically around 0.6 or 0.7.

The actuators of excavators may have an additional pipeline,
referred to as the regenerative pipeline, which is also included
in the diagram of Fig. 2. This pipeline is for making the
extending motion faster when the actuator is subjected to
the tensile external force. Typically, excavators’ arm actuators
(as opposed to the boom or bucket actuators) possess this
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pump

pump
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ureg Qreg

Fig. 2. Hydraulic actuator and its circuit. It is close to the one considered in
[14] but the regenerative pipeline is now included.

architecture to accelerate the arm lowering action. The flowrate
through the regenerative pipeline Qreg can be given as follows:

Qreg = cregureg max(R(Pr − Ph), 0) (6)

where creg , Cregareg
√

2/ρ, ureg denotes the ratio of the
opening area to its maximum, areg is the maximum opening
area of the valve, and Creg is the discharge coefficient [24] of
the valve.

Let us now focus on the actuator illustrated in Fig.2 with
the regenerative pipeline being excluded. The previous study
[15] presented a quasistatic model of such an actuator. The
model is represented by a set-valued function Γ that connects
the actuator force f ∈ R, the rod velocity v ∈ R, and the
control input u ∈ B in the following form:

f ∈ Γ(v, u). (7)

Here, the control input u means the signal that determines the
valve opening ratios in the following manner:

uph = utr = max(0, u), upt = uth = −min(0, u). (8)

Note that the control input u ∈ B is not to be confused with
the valve opening ratios u∗ ∈ [0, 1] (∗ ∈ {ph, tr, pt, th}). The
exact analytical form of the set-valued function Γ is presented
in [15].

For the use of the model in control and simulation, the
function Γ needs to be transformed into some different forms.
First, as detailed in [27], we need to have the inverse function
Θ of the function Γ with respect to its second argument, which
satisfies the following:

u ∈ Θ(v, f) ⇐⇒ f ∈ Γ(v, u). (9)

Here, note that Θ is also a set-valued function. In addition, we
need two single-valued functions Θs and Γs, which satisfy the
following relations:

f = Γs(η, v, u) ⇐⇒ f ∈ Γ(v + ηf, u) (10)

Θs(v, f) ∈ Θ
(
v, satΓ(v,B)(f)

)
(11)



4

(b)(a)

(c)

larger v

(d)

larger f

... ...
......

... ...
......

Fig. 3. Graphs of u ∈ Θ(v, f) and u = Θs(v, f) representing the actuator
model [14], [15], where the control input u determines the opening ratios of
the main control valves through (8). (a) Graph of u ∈ Θ(v, f) in the v-f -u
space. (b) Graph of u = Θs(v, f) in the v-f -u space. (c) Cross-sections of
(b) at different velocities v ∈ [−1.2 m/s, 1.2 m/s], which are indicated by
the line colors ranging from blue to red. (d) Cross-sections of (b) at different
forces f ∈ [−3.6×105 N, 6.3×105 N], which are indicated by the line colors
ranging from blue to red.

where η > 0. The analytical forms of the functions Γs, Θs,
and Θ are provided in [14] and [27, Theorem 3]. Fig. 3 shows
graphs of Θs with the parameter values of the boom actuator
used in the simulations in Section V. As can be seen from
Fig. 3(a), the function Θ is set-valued at v = 0, f ≈ 5.5×105

(≈ FhM ) or f ≈ −2.8×105 (≈ −FrM ). The function Θs

can be seen as a single-valued and domain-extended version
of the function Θ. A three-dimensional visualization of the
function Θ is shown in Fig. 3(b), and Figs. 3(c) and (d)
show the cross-sections in the v-u plane and the f -u plane,
respectively. As seen in Figs. 3(c)(d), the control input u is
monotone (monotonically increasing) with respect to v and f .

The circuit including the generative pipeline is also modeled
in [15] in the quasistatic manner. The actuator model can be
written in the following form:

f = Fh − Fr (12a)
Fh ∈ Γh (v −Qreg/Ah, u) (12b)
Fr ∈ Γr (v −Qreg/Ar, u) (12c)

Qreg = cregureg max (R (Fr/Ar − Fh/Ah) , 0) . (12d)

Here, the functions Γh and Γr, which are detailed in [15],
give the forces generated by the head- and rod-side chambers,
respectively, and they satisfy Γ(v, u) = Γh(v, u) − Γr(v, u).
The quantities Qreg , Fr, and Fh are determined by the
algebraic constraints (12b), (12c), and (12d), and the algorithm
of iterative computation to provide the solutions has been
provided in [15]. This paper does not attempt to directly use
it because of its high computational cost for the iterative com-

putation. Instead, this paper uses an approximate, simplified
form of the model inspired by the representation (12), which
will be presented in Section III-D.

D. Previous Controller Using Quasistatic Actuator Model

In the previous paper [14], the authors proposed a set-
point position controller for hydraulic excavator based on the
quasistatic actuator model [15] overviewed in Section II-C.
The controller was intended to be applied to the class of plants
that are described as follows:

Mv̇ = f + g (13a)
ṗ = v (13b)
f ∈ Γ(v, u) (13c)

where M > 0 is the mass of the controlled object, p ∈ R
and v ∈ R are the position and the velocity of the object,
respectively, f ∈ R is the actuator force and g ∈ R is the
external force acting to the object. The function Γ is the
quasistatic actuator model discussed in Section II-C, and its
second argument u ∈ B is the control input that should be
given from a controller.

The previous controller [14] was constructed from the
following continuous-time representation:

Mp̈ = f̂ + ĝ (14a)

f̂ ∈ Γ (ṗ, sgn(pd − p+H(ṗd − ṗ))) (14b)
u ∈ Θ(v, f) (14c)

where pd is the target position, ĝ is an estimated external
force, f̂ is an intended actuator force, and H is a parameter
to determine the time constant of the convergence. Here, note
that the equation (14a) is the nominal model of the controlled
object (13a). The control input u is determined by an algorithm
derived from the implicit-Euler discretization of (14) based on
a mathematical framework detailed in [27].

To deal with the deadtime in the hydraulic actuator, the
controller (14) in [14] was combined with a state predictor
based on a nominal plant model, which is of the form of (13).
It requires a predetermined look-ahead time T̂d, which should
be set as close as possible to the deadtime, and the position
and velocity of the time T̂d future are predicted by the simple
time integration of the nominal model of the form (13). The
drawback of this approach is its strong dependency on the
accuracy of the model, especially on the nominal inertia M .

III. PROPOSED CONTROLLER

A. Continuous-time Representation

This paper also intends to develop a controller for the
class of plants described as (13). We propose a position
controller whose continuous-time representation can be written
as follows:

f̂ = K(pr − p) +B(ṗr − ṗ)− ĝ (15a)

f̂ ∈ Γ(ṗr, sgn(pd − p+H(ṗd − ṗr))) (15b)

u ∈ Θ(ṗr, f̂). (15c)
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Fig. 4. Block diagram of the proposed controller. The set-valued functions Γ and Θ are determined according to the structure of the hydraulic circuit.

The inputs to the controller are the target position pd, the
measured position p, and the estimated external force ĝ. The
output from the controller is the control input u ∈ B. The
controller possesses a state variable pr, which can be seen as
a reference position. The variable f̂ can be interpreted as the
intended actuator force, which is not a state variable but a
function of the state variable and the inputs.

The main parts (15a) and (15b) of the controller constitute a
set of differential-algebraic constraints that determines ṗr and
f̂ . This set of differential-algebraic constraints appears as an
algebraic loop in the block diagram of Fig. 4. The obtained
values are used in (15c) to determine the control input u.
The controller algorithm to solve these constraints is derived
through the implicit-Euler discretization as detailed in the next
Section III-C.

In the proposed controller (15), the components (15a) and
(15b) can be seen as a PD controller and a sliding-mode-
like controller, respectively. The PD controller (15a), with the
proportional gain of K and the derivative gain B, is intended
to make the position p track the reference position pr. The
sliding-mode-like controller (15b) is to make the position p
exponentially converge to the target position pd with the time
constant H .

B. Properties of the Controller

Some properties of the controller (15) are now discussed.
By setting e , pr − p, we can rewrite (15) as follows:

ė = (f̂ + ĝ −Ke)/B (16a)

f̂ ∈ Γ(ṗ+ ė, sgn(−σ/H − ė)) (16b)

u ∈ Θ(ṗ+ ė, f̂) (16c)

where σ , p− pd +H(ṗ− ṗd).
In the extreme case of B → ∞, (16a) reduces to ė = 0,

and thus the whole controller (16) reduces to the following:

u ∈ Θ(ṗ,Γ(ṗ, sgn(−σ/H))). (17)

The controller (17) can be seen as a sliding mode controller
with the sliding surface σ = 0, which is a variant of the one
discussed in [27, Section IV.A].

Our previous controller [14], overviewed in Section II-D,
was also derived from the sliding-mode controller (17), but it is
algebraically combined with the plant dynamics model (14a).

In contrast, the proposed controller is derived by combining
(17) with the PD controller (15a). This difference is beneficial
in that the proposed controller is less dependent on the plant
dynamics model, which is not usually accurately available, and
also in that the influence of the deadtime can be reduced to a
certain level by appropriately tuning the PD gains, as has been
discussed in, e.g., [16, Section 4.2]. It should be noted that the
proposed controller does not incorporate explicit compensation
for the deadtime, while the previous controller [14] required a
deadtime compensation using a state predictor depending on
a precalibrated look-ahead time T̂d.

Similar approaches combining a sliding-mode controller and
a PD controller have been presented by Kikuuwe et al. [19],
[20]. Their controllers are originally intended for mechatronics
systems with electromagnetic actuators, to which the forces
to be generated can be directly commanded. The very initial
idea of the proposed controller was to combine the concept of
Kikuuwe et al.’s [19] controller with the quasistatic model [15]
of hydraulic actuators, but some modifications were needed to
adapt it to the particular structure of the quasistatic actuator
model [15]. Specifically, the sliding surface is approximated to
pd−pr+H(ṗd−ṗr) = 0 in [19], while to pd−p+H(ṗd−ṗr) =
0 in this paper. Because the proposed controller uses ṗr as the
first argument of Θ in (15c), ṗr = 0 results in u = 0. This
means that the use of pr in the sliding surface results in u = 0
when pd is reached by pr, not by p. This is the reason why
the proposed controller uses the sliding surface comprising p,
not pr.

C. Discrete-time Implementation

Now we derive a discrete-time algorithm of the controller
(15) through the implicit Euler discretization. For the conve-
nience of derivation, let us rewrite (15) as follows:

f̂ = Ke+Bė− ĝ (18a)

f̂ ∈ Γ(vr, sgn(pd − p+H(vd − vr))) (18b)

u ∈ Θ(vr, f̂) (18c)
ė = vr − v, ṗr = vr, ṗd = vd. (18d)

Its implicit Euler discretization can be obtained as follows:

f̂k = Kek +B(ek − ek−1)/T − ĝk (19a)

f̂k ∈ Γ(vr,k, sgn(pd,k +Hvd,k − pk −Hvr,k)) (19b)
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Fig. 5. Block diagram of the proposed controller with the regenerative-pipeline compensation (RPC). The opening ratio ureg of the regenerative pipeline
is determined by the built-in controller of the actuator and is assumed to be readable from the proposed controller. The set-valued functions Γ and Θ are
determined according to the structure of the hydraulic circuit.

uk ∈ Θ(vr,k, f̂k) (19c)
ek = ek−1 + (vr,k − vk)T (19d)
vk = (pk − pk−1)/T (19e)

vd,k = (pd,k − pd,k−1)/T (19f)

where T denotes the sampling interval of the controller and k
is the index of the discrete time.

We can rewrite (19b) as follows by eliminating vr,k and ek
by combining it with (19a) and (19d):

f̂k ∈ Γ(vf,k + f̂k/A, sgn(vs,k − vf,k − f̂k/A)) (20a)

where

vf,k , vk − (Kek−1 − ĝk)/A (20b)

vs,k , (pd,k +Hvd,k − pk)/H (20c)

A , KT +B. (20d)

It has been pointed out in [27] that the following relation holds
true:

f ∈ Γ(vb + ηf, sgn(va − ηf)) ⇐⇒
f = satΓs(η,vb,B)(va/η). (21)

By using (19), (20), and (21), we can obtain an algo-
rithm of the controller (15) to calculate uk from the inputs
{pk, pd,k, ĝk} as follows:

vk := (pk − pk−1)/T (22a)
vd,k := (pd,k − pd,k−1)/T (22b)
vs,k := (pd,k − pk +Hvd,k)/H (22c)
vf,k := vk − (Kek−1 − ĝk)/A (22d)

f̂k := satΓs(1/A,vf,k,B)(A(vs,k − vf,k)) (22e)

vr,k := vf,k + f̂k/A (22f)
ek := ek−1 + (vr,k − vk)T (22g)

uk := Θs(vr,k, f̂k). (22h)

Here, the single-valued function Θs is defined to satisfy (11)
and its specific form is presented in [14].

D. Extension to Deal with Regenerative Pipeline

When the circuit includes a regenerative pipeline as in
Fig. 2, the function Γ in the plant model does not match
the quasistatic property of the actual plant, and thus the use
of the functions Γs and Θs in the controller needs to be
reconsidered. As discussed in Section II-C, the previous study
[15] provided a version of Γ with the regenerative pipeline, but
it is computationally costly and its correspondent Θs function
is not yet available. Thus, we here present a controller with
an approximated model.

Assuming that the ratio Ar/Ah is close to 1 and the pressure
drop Fr/Ar − Fh/Ah across the two chambers is caused by
the external force g, we approximate (12), which represents
quasistatic characteristics of an actuator with a regenerative
pipeline, by the following form:

f ∈ Γ(ṗ− vreg(ṗ, ureg, g), u) (23)

where

vreg(v, ureg, g) , sat[0,0.9v](creguregR(g/Ā3)), (24)

Ā , (Ar+Ah)/2, and g is the tensile external force applying
to the actuator. The function vreg involves a saturation, of
which range is [0, 0.9v], in order to satisfy the condition 0 <
vreg(v, ureg, g) ≤ v, which is derived in [15].

One can see that the extended model (23) is the one in
which v is replaced by v − vreg(·) in the original use (7) of
the function Γ. The same idea can be applied to the usages
of the functions Θ, Γs, and Θs. Thus, the proposed controller
(15) with the extension considering the regenerative pipelines
can be obtained as follows:

f̂ = K(pr − p) +B(ṗr − ṗ)− ĝ (25a)

f̂ ∈ Γ(ṗr − vreg(ṗr, ureg, ĝ), sgn(pd − p+H(ṗd − ṗr)))
(25b)

u ∈ Θ(ṗr − vreg(ṗr, ureg, ĝ), f̂). (25c)

Fig. 5 shows the overall structure of the controller (25).
We here assume that ureg, the valve opening ratio of the
regenerative pipeline, is determined by the internal, built-in
controller of the actuator, and thus cannot be manipulated
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by our controller. We however assume that, as shown in
Fig. 5, ureg is readable from our controller. We also assume
that the estimated tensile external force ĝ is available by
some estimation methods, such as those based on the gravity
calculated from the nominal masses of the links.

In a similar manner as we derived (22) from (15), one can
obtain a discrete-time implementation of (25) as follows:

vk := (pk − pk−1)/T (26a)
vd,k := (pd,k − pd,k−1)/T (26b)

vk,reg := vreg(vr,k−1, ureg,k, ĝk) (26c)
vs,k := (pd,k − pk +Hvd,k)/H (26d)
vf,k := vk − (Kek−1 − ĝk)/A (26e)

f̂k := satΓs(1/A,vf,k−vk,reg,B)(A(vs,k − vf,k)) (26f)

vr,k := vf,k + f̂k/A (26g)
ek := ek−1 + (vr,k − vk)T (26h)

uk := Θs(vr,k − vk,reg, f̂k). (26i)

Note that the only difference of the algorithm (26) from the
algorithm (22) is the subtraction of vk,reg from vf,k in (26f)
and (26i), and when vk,reg is set zero, (26) reduces to (22).

IV. SOME ANALYSES

A. Stability Analysis

This section shows a stability analysis of the proposed con-
troller (15) applied to the plant (13). Recall that the controller
(15) can be equivalently rewritten as (16). The closed-loop
system composed of the plant (13) and the controller (16) can
be written as follows:

σ = p− pd +H(v − ṗd) (27a)

ė = (f̂ + ĝ −Ke)/B (27b)
v̇ = (f + g)/M (27c)
vr = v + ė (27d)

f ∈ Γ(v,Θ(vr, f̂)) (27e)

f̂ ∈ Γ(vr, sgn(−σ/H − ė)). (27f)

Here, we introduce the following functions Γ̃ and β:

Γ̃(b, vr, f̂) , Γ(vr − b,Θ(vr, f̂))− f̂ (28)

β(b, vr, f̂) ,



Γ̃(b, vr, f̂)

b
if b 6= 0

min

(
lim
b→0+

Γ̃(b, vr, f̂)

b
, lim
b→0−

Γ̃(b, vr, f̂)

b

)
otherwise.

(29)

By employing the function (29) and the relation (21), we can
rewrite the system (27) as follows:

σ̇ = v − ṗd +H(v̇ − p̈d) (30a)

ė = (f̂ + ĝ −Ke)/B (30b)

v̇ = (f̂ + βė+ g)/M (30c)

f̂ = satΓs(1/B,v−(Ke−ĝ)/B,B)(−Bσ/H +Ke− ĝ) (30d)

where

β = β(ė, v + ė, f̂). (31)

At present, although it is not very conclusive, we have
the following result in regard to properties of the closed-loop
system (30):

Theorem 1: With the system (30), the state [σ, v − ṗd, e]T
is uniformly ultimately bounded [28, Definition 4.6] if there
exist δ > 0 and α > 0 with which

M < B (B +HK) /K (32a)
δB ⊂ Γs(1/B, ṗd + ĝ/B,B) + ĝ (32b)
|g − ĝ −Mp̈d| < α (32c)

are satisfied, α is sufficiently small, and |β̇| is sufficiently
small. In addition, if g ≡ ĝ and p̈d ≡ 0 are satisfied as well,
the origin [σ, v − ṗd, e]T = 0 is asymptotically stable.

The proof of Theorem 1 is provided in Appendix A. The
requirement that |β̇| should be sufficiently small may or may
not be restrictive and at least it hampers the completeness of
the result. The incompleteness stems from the fact that the
dynamics of β is not fully analyzed in the proof. It leaves the
possibility that some particular patterns of temporal changes
in β might make the state diverge. It however does not seem
likely in practice considering that the term with β acts as a
damping term that dissipates the energy. A more thorough
proof considering the dynamics of β remains as an open
problem to be addressed.

It should be noted that Theorem 1 is to be understood as
a baseline assurance, which is prerequisite for practical appli-
cation of the controller, and is not very useful for parameter
tuning purposes. The condition (32) is a conservative sufficient
condition, of which the violation does not necessarily mean
the instability. Less conservative conditions, which could be
useful as a predictive tool for parameter tuning, may need to
be sought in the future study.

B. Parameter Tuning

This section provides some analyses that can be used for
tuning the parameters {K,B,H} of the controller (15). We
employ another equivalent form (16) of the controller (15)
for discussing the parameter tuning. Let us consider the case
where the control input u is not saturated, i.e., the case where
−σ/H − ė = 0 is satisfied. In this case, the intended actuator
force f̂ and the state variable ṗr of the controller (16) are
determined to satisfy both −σ/H−ė = 0 and (16a). Therefore,
in this case, we can rewrite the controller (16) as follows:

f̂ = Ka(pd − p) +B(vd − v) + La

∫
(pd − p)dt− ĝ (33a)

vr = vd + (pd − p)/H (33b)

u ∈ Θ(vr, f̂) (33c)
ṗr = vr, ṗ = v, ṗd = vd (33d)

where Ka , K+B/H and La , K/H . The intended actuator
force f̂ is determined by the PID controller (33a). The state
variable vr is determined by the positional error pd − p and
the target velocity ṗd.
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We consider the closed-loop system composed of the con-
troller (33) and the plant (13) with deadtime Td because the
hydraulic systems of commercial excavators are known to
involve some deadtime [2], [4], [14]. The closed-loop system
can be expressed as follows:

f̂ = Ka(pd − p) +B(vd − v) + La

∫
(pd − p)dt− ĝ (34a)

vr = vd + (pd − p)/H (34b)

f ∈ Γ(v(t+ Td),Θ(vr, f̂)) (34c)
Mv̇(t+ Td) = f + g. (34d)

Here, variables without arguments are functions of time t but
the argument t is omitted for brevity.

Let us assume that, with {vr, f̂} in (34c), Θ(vr, f̂) is single-
valued, and that Θ(vr, f̂) ∈ [−1, 1] and f̂ ∈ [−FrM , FhM ]
hold true. Then, from the first-order Taylor expansion of
Γ(v,Θ(vr, f̂)) with respect to v around v = vr, the following
approximation holds:

Γ(v,Θ(vr, f̂)) ≈ f̂ + κ(vr, f̂)(vr − v) +O((vr − v)2)
(35)

where

κ(vr, f̂) , − ∂Γ(v, u)

∂v

∣∣∣∣
v=vr,u=Θ(vr,f̂)

. (36)

Due to the properties of the function Γ discussed in [15],
κ(vr, f̂) ≥ 0 is always satisfied. Eliminating f and f̂ from
(34) by using the approximation (35) and assuming ĝ = g, we
can rewrite the system (34) as following:

Mv̇(t+ Td) = Ka(pd − p) +B(vd − v)+

La

∫
(pd − p)dt+ κ(vr, f̂)(vr − v(t+ Td)).

(37)

Eq. (37) means that the controlled object is driven by a PID
controller with an additional viscosity-like term. Assuming κ
is constant, we can obtain the transfer function G(s) of the
system (37) as follows:

G(s) =
L[p]

L[pd]
=

(Hs+ 1)(s(κ+B) +K)

HMesTds3 + (κesTd +B)Hs2 + (κ+B +HK)s+K
(38)

where L represents the Laplace transform.
The pole locations of the transfer function G(s) in (38) can

be used for tuning the parameters {K,B,H} because they
represent the response characteristics of the system. In partic-
ular, for achieving smooth convergence without overshoots, the
poles should be located on the real axis in the left-half plane. In
order to obtain the poles, one needs to set an appropriate value
to κ, which is the sign-reversed slope of the function Γ in the v
direction. As has been detailed in previous papers [14], [27],
the set-valued function Γ satisfies Γ(0, 0) = [−FhM , FrM ]
and it is monotone with respect to −v (i.e., monotonically
decreasing with respect to v). Therefore, to investigate the

Fig. 6. Connections among links and actuators in the simulator, through
virtual viscoelastic elements. The virtual viscoelastic elements emulate the
compressibility of the oil in the actuators and the compliance of the links.

system behavior around the equilibrium pd = p ∧ v = 0, a
possible choice of κ can be given as follows:

κ ≈FrM + FhM
∆v

(39a)

where

∆v ,
min(FrM , FhM )T

M
. (39b)

Here, ∆v can be seen as the maximum velocity that can be
reached within the sampling interval T from v = 0, and thus
−κ can be seen as an effective slope value of Γ(v, u) around
v = 0 ∧ u = 0 in the discrete-time domain. Section V-B
will present some numerical examples and simulation results
supporting this approach.

V. SIMULATIONS

A. Setup

A realtime simulator of a 13-ton class hydraulic excava-
tor was employed to validate the proposed controller. The
simulator was constructed with Microsoft Visual C++ and
the controller was constructed with MATLAB/Simulink. They
were connected to each other through UDP/IP sockets at the
cycle of 10 ms, i.e., the controller’s sampling interval was
T = 10 ms. The simulator’s timestep size was 0.1 ms.

In the simulator, the links of the excavator, i.e., the boom,
the arm, and the attachment as shown in Fig. 6, were treated
as rigid bodies connected through virtual viscoelastic elements
and virtual beams as illustrated in the green circle in Fig. 6.
The stiffness and the viscosity of the virtual viscoelastic
elements were 5.0×107 N/m and 3.0×105 N·s/m, respectively,
and the length of the virtual beams was 2.0 m. The frictions
in the joints were implemented by the technique presented in
[29].

Each of actuators in the simulator was driven by a hydraulic
circuit of the structure illustrated in Fig. 2. The circuit of the
arm actuator included the regenerative pipeline, while those
of the other three, the swing, the boom, and the attachment
actuators, did not. The forces of the actuators were calculated
based on the quasistatic actuator model [15]. Some parameters
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TABLE I
PARAMETERS OF THE HYDRAULIC ACTUATORS IN THE SIMULATOR.

symbols physical meanings boom arm
PhM pressure limit of the head-

side relief valves
35 MPa 35 MPa

PrM pressure limit of the rod-side
relief valves

35 MPa 35 MPa

PM pressure limit of the pump
relief valve

35 MPa 35 MPa

Q oil flowrate from the pump 3.7×10−3 m3/s 2.0×10−3 m3/s
aph MA1 of MCV2 connected to

the pump and the head-side
chamber

1.9×10−4 m2 2.6×10−5 m2

apr MA1 of MCV2 connected to
the pump and the rod-side
chamber

1.7×10−5 m2 1.5×10−4 m2

atr MA1 of MCV2 connected to
the tank and the head-side
chamber

6.5×10−5 m2 6.2×10−5 m2

ath MA1 of MCV2 connected
to the tank and the rod-side
chamber

7.2×10−5 m2 1.5×10−4 m2

ab MA1 of the bleed valve 1.8×10−4 m2 1.5×10−4 m2

ub ratio of the bleed valve open-
ing area

0.1 0.1

C∗ discharge coefficients (∗ ∈
{ph, pr, tr, th, b})

0.7 0.7

ρ mass density of the oil 850 kg/m3 850 kg/m3

1 MA stands for the maximum opening area.
2 MCV stands for a main control valve.

Fig. 7. Simulation setup. The actuator force f is calculated by the function Γ
representing a quasistatic actuator model [15]. The opening ratio ureg of the
regenerative pipeline is determined by the built-in controller of the actuator
and is used in the proposed controller, i.e., the algorithm (26).

of the actuators are shown in Table I. The actuators were con-
nected to the links through a virtual viscoelastic element with
the stiffness 5.0×107 N/m and the viscosity 3.0×105 N·s/m as
illustrated in the blue circle in Fig. 6, employing the technique
presented in [30].

In order to emulate the deadtime and the lag in the responses
of the main control valves of the actuators, the following filter
was installed between the controller and the actuator as shown
in Fig. 7:

uf = L−1

[
ω2

0e
−TdsL[u]

s2 + 2ζω0s+ ω2
0

]
(40)

where Td denotes the deadtime in the hydraulic system. The
deadtime was set as Td = 0.3 s. The filter (40) represents
the combination of a second-order lag and the deadtime Td in
the response of the main control valves, where we set ω0 =
94.2(≈ 30π) rad/s and ζ = 1.

As has been stated in Section III-D, the valve opening ratio
ureg of the regenerative pipeline of the arm actuator is as-
sumed to be determined by a built-in controller and is assumed
to be available to our position controller. In the simulations, to
determine ureg, we used a proprietary algorithm of the built-in
controller provided by Kobelco Construction Machinery Co.
Ltd., of which the details are not reported here.

B. Step Responses

We conducted some simulations to investigate the effect of
the poles of the transfer function G(s) in (38) in Section IV-B.
In the simulations, step inputs of the target position pd were
provided to each of the boom and arm controllers with three
different parameter settings. The gravitational forces calculated
from the mass parameters of each link were employed as the
external forces ĝ of the boom and arm controllers. For the
boom controller, the following settings were used:
• Setting Abm: K = 2.5×105 N/m, B = 2.5×102 N·s/m,
H = 0.5 s.

• Setting Bbm: K = 2.5×105 N/m, B = 2.5×102 N·s/m,
H = 1.0 s.

• Setting Cbm: K = 5.0×108 N/m, B = 2.5×102 N·s/m,
H = 1.0 s.

For the arm controller, the following settings were used:
• Setting Aam: K = 1.5×106 N/m, B = 2.0×104 N·s/m,
H = 0.5 s.

• Setting Bam: K = 1.5×106 N/m, B = 2.0×104 N·s/m,
H = 1.0 s.

• Setting Cam: K = 1.5×108 N/m, B = 2.0×104 N·s/m,
H = 1.0 s.

The inertia M in the transfer function G(s) in (38) were
set as follows:

M̂∗ =
I∗

J∗(θ∗)2
(41)

where J∗(θ∗) , ∂Ψ∗(θ∗)/∂θ∗ (∗ ∈ {bm, am}) and I∗ are
the total moments of inertia of the links around the actuator.
The function Ψ∗ is the kinematics from the joint angle θ∗
to the actuator length p∗. The quantity M̂∗ can be seen
as an equivalent mass of the link seen from the actuator.
We employed the equivalent masses M̂∗ at the joint angles
θbm = 70◦ and θam = 40◦, which were M̂bm = 2.5×105 kg
and M̂am = 6.25×104 kg. We used Td = 0.3 s for the
transfer function G(s) in (38) and used the first-order Padé
approximation to approximate G(s) by a rational function.

Figs. 8(a)(b)(c) show the relations among pole locations
and step responses of the boom actuator. Fig. 8(a) shows
the pole locations of the boom-actuator system with three
parameter settings. Fig. 8(b) illustrates two motions of the
step-response simulations, which are the boom-up and boom-
down motions. Fig. 8(c) shows their results. From Fig. 8(c),
one can see that Setting Bbm is the most suitable among
the three settings because the actuator length pb converged to
the target length pd,b without overshoots or oscillations. The
smooth and overdamped response of Setting Bbm in Fig. 8(c)
is consistent with the green poles in Fig. 8(a) located on the
real axis in the left-half plane. In contrast, Setting Abm resulted
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Fig. 8. Simulation of step responses of the boom actuator with three different parameter settings, which are Settings Abm, Bbm, and Cbm shown in
Section V-B. (a) Poles of the transfer function G(s) in (38). (b) Configuration of the excavator. (c) Step responses of the boom.

Fig. 9. Simulation of step responses of the arm actuator with three different parameter settings, which are Settings Aam, Bam, and Cam shown in Section V-B.
(a) Poles of the transfer function G(s) in (38). (b) Configuration of the excavator. (c) Step responses of the arm.

in overshoots in Fig. 8(c), and it is consistent with the red
poles in Fig. 8(a) in the left-half plane away from the real axis.
With Setting Cbm, the response became oscillatory though not
divergent in Fig. 8(c), and the correspondent poles in Fig. 8(a)
are unstable, in the right-half plane. The non-divergent results
may be explained by the saturations of the control input
u ∈ [−1, 1] and the actuator force f ∈ [−FrM , FhM ].

Fig. 9(a)(b)(c) show the relations among pole locations and
step responses of the arm actuator. Fig. 9(a) shows the pole
locations of the arm-actuator system with three parameter
settings. Fig. 9(b) illustrates two motions of the step-response
simulations, which are the arm-up and arm-down motions.
Fig. 9(c) shows their results. It shows that Setting Bam resulted
in the most favorable behaviors in both arm-up and arm-down
motions. These results are consistent with the locations of
the green poles in Fig. 9(a), as has been the case with the
results with boom motions. One can see that Setting Bam

produced small fluctuation in pam in t ∈ [1 s, 2 s] of the
arm-down motion, which can be attributed to the inaccuracy

of the compensation of the regenerative pipeline’s effect. The
responses with Setting Aam in Fig. 9(c) results in overshoots,
which are consistent with the red poles away from the real axis
shown in Fig. 9(a). As has also been the case with the boom
results, from Fig. 9(c), Setting Cam resulted in oscillatory
responses, although its blue poles in Fig. 9(a) are unstable.
It can be attributed to the saturations of u and f .

C. Effects of Errors in the Actuator Models
Some simulations were conducted to test the influence of

parametric errors in the actuator models. The modeling errors
were generated by randomly varying all actuator parame-
ters including those in Table I by −10 %, 0, or +10 %,
and the number of trials for each controller was 100. We
tested three controllers, which were the proposed controller
with the regenerative-pipeline compensation, that without the
regenerative-pipeline compensation, and the following PID
controller:

f̂ = Ka(pd − p) +B(ṗd − ṗ) + La

∫
(pd − p)dt− ĝ (42a)
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Fig. 10. Target trajectory rd(t); (a) the trajectory of rd(t) and the coordinate
system, (b) the target velocity ‖rd‖, which is triangular.

vr = ṗd + (pd − p)/H (42b)

u = Θs(vr, f̂) (42c)

where Ka , K+B/H and La , K/H . Note that, as has been
shown in Section IV-B, the PID controller (42) is equivalent
to the proposed controller (15) when u and f̂ are unsaturated.

The simulations were performed as illustrated in Fig. 10(a),
in which the target position rd was moved along a square
trajectory. The velocity ‖ṙd‖ was set triangular as shown
in Fig. 10(b). The controllers were implemented to each
of the boom and the arm actuators, and the target length
{pbm,d, pam,d} of the actuators were computed through the
inverse kinematics from the target arm-tip position rd. The
controller parameters were chosen as the same as Settings Bbm

and Bam, which provided favorable pole placements and step-
response results in Section V-B.

Figs. 11(a) and (b) show results with the proposed controller
with and without the regenerative-pipeline compensation, re-
spectively. In all cases, the position r converged to the target
position rd. From the comparison between the almost ideal
case (the red line) in Fig. 11(a) and that in Fig. 11(b), one can
see that the regenerative-pipeline compensation reduces the
positional errors. The chattering-like behavior of the control
input uam in Fig. 11(b) may be because the total modeling
errors may have been too large for the controller without
compensation for the regenerative pipeline.

Fig. 11(c) shows simulation results with the PID controller
(42). The comparison between Fig. 11(b) and Fig. 11(c)
suggests that the proposed controller, even without the
regenerative-pipeline compensation, resulted in higher accu-
racy and smaller oscillations than the PID controller (42).
Recalling that (42) is equivalent to the proposed controller (15)
as long as f̂ and u are unsaturated and considering that the
regenerative pipeline acts as a modeling error, one can see that

Fig. 11. Simulation results with modeling errors that were randomly selected
in {−10 %, 0,+10 %} for parameters of the actuators. The red lines show
an almost ideal case with no modeling errors. The number of trials was
100 for each configuration. The deadtime Td was set as 300 ms. (a) The
proposed controller. (b) The proposed controller without the regenerative-
pipeline compensation (RPC). (c) PID controller (42).

the sliding-mode structure of the proposed controller, which
is intended to handle the saturation, contributes to higher
robustness against modeling errors.

VI. EXPERIMENTS

A. Setup

We tested the proposed controller with a 13-ton class ex-
cavator, Kobelco SK135SRD-5 with a shear-type attachment,
shown in Fig. 12. The excavator had three links as shown in
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Fig. 12, which were the boom, the arm, and the attachment.
Each of the actuators was driven by a hydraulic circuit of
the structure illustrated in Fig. 2, with a single four-port
spool valve acting as the collection of the four main control
valves in Fig. 2. The control input u from the controller was
interpreted as the spool position of the spool valve. The arm
actuator involved the regenerative pipeline, while the boom
actuator did not. The hydraulic circuits of the boom and
arm actuators were interconnected through some pipelines,
but during the experiments, the interconnecting pipelines were
hardly in effect. Therefore, we regarded the circuits of the two
actuators as independent from each other, each of them being
driven by its own pump. Further detailed specifications and
structures of the actuators are not provided in this paper due
to proprietary restrictions.

The proposed controller was implemented to each of the
boom and the arm actuators. The controller was constructed
with MATLAB/Simulink and its sampling interval was set as
T = 0.01 s. The controller was connected to the excavator
over the Control Area Network (CAN). It commanded the
opening ratios of the main control valves as the control input
u through CAN and received the joint angles measured by
potentiometers. The measured angles were converted into the
actuator length p, which were used as the inputs to the con-
troller. The parameters of the proposed controller for the boom
actuator were set as K = 2.5×105 N/m, B = 2.5×102 N·s/m,
and H = 0.5 s, which are the same as Setting Abm shown
in Section V-B. The parameters for the arm actuator were
set as K = 1.5×106 N/m, B = 2.0×104 N·s/m, and
H = 1.0 s, which are the same as Setting Bam. Although the
parameters were chosen based on the discussion in Section
IV-B, we additionally tuned them in the experiments. As a
result, the parameter values for the boom were chosen to be
different from those that were most suited in the simulations
in Section V-B.

The valve opening ratio ureg of the regenerative pipeline of
the arm actuator was manipulated by a built-in controller of
the excavator, and its algorithm is proprietary. The proposed
controller implemented to the arm actuator uses the value of
ureg as an input.

In the experiments, we did not test other controllers in-
cluding the PID controller (42). As a practical matter, we
needed to avoid risky trials with the 13-ton class excavator
using controllers that have not been adequately validated in
our environment.

B. Step Responses

Some experiments were performed to check the step re-
sponses with the proposed controller. In the experiments, the
excavator was moved as illustrated in Fig. 13(a) to examine the
step responses of the boom actuator, and also as in Fig. 14(a)
for the arm actuator.

Fig. 13(b) shows the results of the boom actuator. As seen
in the figure, the length pbm of the boom actuator smoothly
converged to the target length pbm,d in both boom-up and
boom-down motions. Fig. 13(b) also shows that the control
input ubm was saturated for the first few seconds, but it

Fig. 12. Kobelco 13-ton class excavator with a shear attachment.

did not result in overshoots or oscillations after that. These
results illustrate the effect of the sliding-mode structure of the
proposed controller.

It should be noted that the employed parameter setting was
not the same as the most suitable setting in the simulations in
Section V-B, but resulted in no overshoots or oscillations in
these experiments. The difference between the simulation and
experiment results may be attributed to unmodeled factors of
the excavator, such as joint frictions, the viscosity of the oil,
and the compressibility of the oil.

Fig. 14(b) shows the results of the arm actuator. It shows
similar features as those in Fig. 13(b), indicating that the
controller properly worked also with the arm actuator. It shows
some chattering-like behaviors in the control input uam. It
may be attributed to the imperfection of the regenerative-
pipeline compensation, which can make the first argument of
Θs in (26i) too small due to possible modeling errors. Such
chattering in uam would not be a practical issue because it
does not result in physical vibration due to the dynamics of the
spool valve and because it does not affect the convergence of
the length pam. Nevertheless, for improving the regenerative-
pipeline compensation, it may be reasonable to employ a more
accurate estimate of the external force ĝ in (25c), e.g., an
estimated force based on the chamber pressures.

In the experiments with the arm actuator, we employed Set-
ting Bam, which is the most suitable setting in the simulations
in Section V-B. The experimental results were overall close to
the simulation results with the same Setting Bam in Fig. 9(c),
although there are more intense chattering-like behaviors in
the control input uam than the simulations.

The deadtime in the excavator was not accurately available,
but it was estimated from the experimental results. From
the zoomed graphs in Figs. 13(b) and 14(b), one can see
that the time spent from the step input to the beginning
of the motion was about 0.25 s and 0.15 s with the boom
actuator, and 0.6 s and 0.35 s with the arm actuator, which
can be seen as rough estimates of the deadtime. It should be
noted that the proposed controller does not explicitly depend
on the estimated deadtime, except that it may be used for
the parameter tuning scheme discussed in Section IV-B. It
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Fig. 13. Experiments of step responses of the boom actuators; (a) Configuration of the excavator and (b) step responses of the boom.

Fig. 14. Experiments of step responses of the arm actuators; (a) Configuration of the excavator and (b) step responses of the arm.

should also be recalled that the controller parameters in the
experiments were chosen by using the pole locations of the
transfer function G(s) in (38) with the estimated deadtime
Td = 0.3 s.

C. Trajectory-Tracking Control

We tested the proposed controller (15) with two trajectory-
tracking tasks. The controller was implemented in each of the
boom and arm actuators so that the arm-tip position r should
follow the target position rd. The target lengths {pbm,d, pam,d}
of the actuators were computed from the target arm-tip posi-
tion rd through the inverse kinematics. The parameters were
set the same as in the case of the step-response experiments
in Section VI-B.

The first task was the tracking along a sloping-down tra-
jectory shown in Fig. 15(a) with the trapezoidal pattern of the
speed ‖ṙd‖ shown in Fig. 15(b). The results in Fig. 15(c) show
that the tracking was properly achieved without oscillations or
overshoots. Recall that the hydraulic actuators have a deadtime
ranging from approximately 0.15 s to 0.6 s, as observed in the
step responses shown in Figs. 13 and 14. For such actuators,

the proposed controller, which does not explicitly compensate
for the deadtime, achieved small positional errors and smooth
convergence.

The second task was the tracking along a square-shaped
trajectory shown in Fig. 16(a) with the trapezoidal speed
pattern shown in Fig. 16(b). From the results in Fig. 16(c),
one can see that the tracking was mostly successful with the
excavator, which has the deadtime and the regenerative circuit.
There were, however, some oscillations during the motions
along the top and right edges (t ∈ [0 s, 18 s]) of the trajectory,
which coincided with the boom-down motion. The oscillations
are visible in the graphs of the position r, although it is not
very visible in the graphs of the actuator lengths {pbm, pam}.
The oscillations can be seen as a stick-slip-like phenomenon,
which is presumably caused by the dead zone in the control
valves and the joint friction. In fact, a careful examination
of Fig. 16(c) revealed that the length pbm started to move
only when the control input ubm was below −0.1. In addition,
there were also some positional errors about 0.1 m during the
motions along the bottom and left edges (t ∈ [18 s, 26 s]) of
the trajectory. It may be attributed to the inaccuracy of the



14

Fig. 15. Experiments of tracking along an oblique downward trajectory; (a)
Target trajectory. (b) Velocity pattern. (c) Experimental results.

actuator model in the controller.
The oscillation and positional error may be suppressed

by improving the actuator model in the controller, e.g., by
including the dead zone of the control valves. In addition, the
oil flowrate from the pump, which was treated as a constant in
the present controller, may need to be substituted by measured
values from an appropriate sensor.

VII. CONCLUSION

This paper has proposed a position controller for hy-
draulic actuators with deadtime and regenerative pipelines.
The controller is constructed by combining three components,
which are a PD controller, a sliding mode controller, and a
previously-proposed quasistatic actuator model, in a particu-
lar differential-algebraic manner. By employing the actuator
model, the proposed controller accounts for the saturations
of the actuator force. In addition, due to the use of the PD
controller, it realizes a certain level of robustness against the
presence of the deadtime. Furthermore, the controller has been
extended to deal with regenerative pipelines in the hydraulic

Fig. 16. Experiments of tracking along a square trajectory; (a) Target
trajectory. (b) Velocity pattern. (c) Experimental results.

actuators. We also have provided some analyses that can
be used for tuning the controller parameters. The proposed
controller has been validated with simulations and experiments
employing a 13-ton class excavator, which has deadtime of
0.1 s to 0.6 s and a regenerative pipeline in the arm actuator. In
the simulations and experiments, it has been shown that some
different tasks, including set-point control tasks and trajectory-
tracking tasks, can be achieved with a single common set of
parameter settings.

Future work should address combining the controller with
disturbance compensation techniques, probably based on the
sensor information of the pressures and flowrates in the
actuators and the circuits. It would enhance the accuracy of
the controller, especially when the excavator is loaded. In
addition, one should also consider the fact that, in commercial
excavators, the structures of hydraulic circuits may be more
involved than that has been considered in this paper; for
example, a single pump may drive multiple actuators. The
extension of the controller to deal with such complicated
circuit structures should also be sought.
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APPENDIX A
PROOF OF THEOREM 1

Proof of Theorem 1: Let us define ve , v − ṗd and φ ,
g−ĝ−Mp̈d. Then, the system (30) can be rewritten as follows:

ẋ = A(β)x−
b(β) dznΓs(1/B,gTx+ĝ/B+ṗd,B)(c

Tx− ĝ) + dφ (43)

where

x , [σ, ve, e]
T (44)

A(β) ,

 −(B + β)/M 1 HK/M
−(B + β)/(HM) 0 K/M

−1/H 0 0

 (45)

d , [H/M, 1/M, 0]T (46)

b(β) , [H(B + β)/(BM), (B + β)/(BM), 1/B]T

(47)

c , [−B/H, 0,K]T (48)

g , [0, 1,−K/B]T (49)

dznX (f) , f − satX (f). (50)

Here, we can use the following property of the function dzn

dznX (x− a) = dznX+a(x). (51)

Then, we can rewrite (43) as follows:

ẋ = A(β)x− b(β) dznF(gTx,B)(c
Tx) + dφ (52)

where

F(v, u) , Γs(1/B, v + ṗd + ĝ/B, u) + ĝ. (53)

It can be shown that A(β) is Hurwitz for all β ≥ 0 if (32a)
is satisfied. Therefore, for any diagonal and positive definite
matrix Q � 0, there exists a symmetric and positive definite
matrix P (β) � 0 with which

Q = −(P (β)A(β) + A(β)TP (β))/2 (54)

is satisfied. With such a matrix P (β), let us define V ,
xTP (β)x/2. Then, we have

V̇ = −xTQx− xTP (β)b(β) dznF(gTx,B)(c
Tx)+

xTP (β)dφ+ xTR(β)xβ̇

≤ −(λQ − γR(β)|β̇|)‖x‖2 + α‖P (β)d‖‖x‖+
‖P (β)b(β)‖‖x‖|dznF(gTx,B)(c

Tx)| (55)

where

R(β) ,
1

2

∂P (β)

∂β
. (56)

Here, λQ is the minimum eigenvalue of Q and γR(β) is the
maximum absolute value of the eigenvalues of R(β).

The matrix P (β) can be analytically obtained (by using,
e.g., LyapunovSolve function of Mathematica) as a rational
function of β. From the analytical representation of P (β), it
can be seen that ‖P (β)b(β)‖ and ‖P (β)d‖ are bounded if
(32a) is satisfied. It can also be seen that all the elements of
R(β) are bounded, and thus γR(β) is also bounded.

Now, let us focus on the third term of the right-hand side
of (55). With some straightforward derivations, the following
can be seen:

|dznF(v,B)(f)| = max(0, f −F(v, 1))+

max(0,−f + F(v,−1)). (57)

From the property of Γs, one can see that

−B ≤ ∂F(v, u)

∂v
≤ 0, (58)

and thus the following is satisfied:

0 ≤ v(F(0, u)−F(v, u)) ≤ Bv2. (59)

It is equivalent to

F(0, u)−Bmax(v, 0) ≤ F(v, u) ≤ F(0, u)−Bmin(v, 0),
(60)

which implies the following:

F(0, u)−B|v| ≤ F(v, u) ≤ F(0, u) +B|v|. (61)

By using (61), one can see that the terms of the right-hand
side of (57) are upperbounded as follows:

max(0, f −F(v, 1)) ≤ max(0, f −F(0, 1) +B|v|)
≤ max(0, |f |+B|v| − δ) (62)

max(0,−f + F(v,−1)) ≤ max(0,−f + F(0,−1) +B|v|)
≤ max(0, |f |+B|v| − δ). (63)

Here, we used the fact that F(0,−1) ≤ −δ and δ ≤ F(0, 1)
derived from the condition (32b). Noting that the two terms of
the right-hand side of (57) cannot be non-zero simultaneously,
we have the following:

|dznF(v,B)(f)| ≤ max(0, |f |+B|v| − δ). (64)

By using (64) in (55), an upperboudnd of V̇ can be given
as follows:

V̇ ≤ −(λQ − γR(β)|β̇|)‖x‖2 + α‖P (β)d‖‖x‖
‖P (β)b(β)‖‖x‖max(0, ‖c‖‖x‖+B‖g‖‖x‖ − δ)
≤ −c0‖x‖(min(‖x‖,−c1‖x‖+ c2)− αc3) (65)

where

c0 , λQ − γR(β)|β̇| (66)

c1 , ‖P (β)b(β)‖(‖c‖+B‖g‖)/c0 − 1 (67)

c2 , δ‖P (β)b(β)‖/c0 (68)

c3 , ‖P (β)d‖/c0. (69)

Here, γR(β), ‖P (β)b(β)‖, and ‖P (β)d‖ are upperbounds of
γR(β), ‖P (β)b(β)‖. and ‖P (β)d‖, respectively. Therefore,
V̇ < 0 is satisfied when c0 > 0 and

min(‖x‖,−c1‖x‖+ c2) > αc3 (70)

are satisfied. Here, (70) is equivalent to

αc3 < ‖x‖ <

{
(c2 − αc3)/c1 if c1 > 0

∞ otherwise.
(71)
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For the existence of x satisfying (71), when c1 > 0, α must
satisfy the following:

α <
c2

c3(c1 + 1)
=

δ(λQ − γR(β)|β̇|)
‖P (β)d‖(‖c‖+B‖g‖)

. (72)

Therefore, if |β̇| is small enough to satisfy |β̇| < λQ/γR(β)
and if α is small enough to satisfy (72), one can say that
the state x is uniformly ultimately bounded with the ultimate
bound αc3B, which is a neighborhood of the origin.

In addition, if α = 0, i.e., if φ ≡ 0 and p̈d ≡ 0, V̇ < 0 is
satisfied in x ∈ (c2/c1)B if c1 < 0 and globally otherwise.
This means that the origin is asymptotically stable if φ ≡ 0
and p̈d ≡ 0.
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