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ABSTRACT Signal sensing periods typically vary depending on the sensor used and may differ even within
a single control system that involves multiple sensors. Likewise, input periods can vary based on the actuator
used. This paper discusses the design of observer-based feedback controllers for linear, time-invariant,
discrete-time systems operating in a multi-rate sensing and actuating environment. The observation and
control periods of the sensors and actuators in the plant are assumed to have mutually rational ratios.
First, we reduce the multi-rate system to a periodically time-varying system and provide a linear matrix
inequality (LMI) condition for analyzing the l2 performance using cyclic reformulation, which is a type
of time-invariant reformulation for periodic systems. Next, we extend the analysis method to design an
observer-based feedback controller for the multi-rate system. This allows us to obtain multi-rate observer
gains and feedback gains based on the l2-induced norm from disturbances to outputs. Finally, we present
numerical results to demonstrate the effectiveness of the observer-based feedback system in the multi-rate
environment.

INDEX TERMS Multi-rate system, State observer, State feedback control, Cyclic reformulation, LMI,
l2-induced norm

I. INTRODUCTION

Practical control systems typically consist of multiple com-
ponents, including various types of sensors and actuators. In
a single control system, these sensors and actuators often
have different specifications and can operate with different
sampling periods. In recent years, IoT has been advancing
[1], and we are transitioning to a society where objects are
connected to the Internet. In such an IoT-driven society,
control systems with various sensors and actuators will be
increasingly used. Meanwhile, autonomous robots and self-
driving cars have been actively researched, and accurate
simultaneous localization and mapping (SLAM) [2]–[4] is
crucial for their implementation. SLAM is built using various
sensors, such as camera sensors, 3D-LiDAR sensors, and
inertial measurement units (IMU), but the feasible sensing
period varies for each sensor type. Achieving appropriate
"sensor fusion" is necessary for high localization and map-
ping performance. Utilizing multiple sensors allows a wide
range of data to be gathered, leading to more precise control.

Various studies have been conducted on multi-rate sys-
tems. Multi-rate sampled-data stabilization for systems with
time delay is proposed when the control sampling rate is
faster than the observation rate in [5]. Perfect tracking control
methods for multi-rate feedforward systems are explored for
motors and electric vehicles in [6]–[8]. A different multi-
rate control scheme is introduced in [9], where multi-rate
sampled-data measurements are employed to maintain the
stability achieved by a slow sampled-data controller. While
these earlier studies primarily focus on the difference be-
tween observation (sensing) and control periods, addressing
a similar distinction for multiple sensors is also crucial. Fur-
thermore, a comprehensive multi-rate system design method,
encompassing both sensing and actuator periods, is vital for
managing various control systems. However, designing con-
trol systems where the control input period differs in addition
to the observation period becomes increasingly challenging.

This paper proposes a method for designing an observer-
based feedback controller in a multi-rate sensing and ac-
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tuation environment. Observer-based control is a practical
approach for control systems and has been extensively uti-
lized for several decades [10]–[13]. Over the years, numerous
studies on state estimation have been conducted, leading
to the development of various approaches, such as those
considering non-linear systems and robust estimation [14]–
[16]. Additionally, state estimation in communication en-
vironments [19] and state estimation with outlier removal
functions [17], [18] have also been extensively researched.

State estimation methods focusing on the multi-rate sens-
ing environment have been developed in [20]–[25]. In [22],
a state estimation method based on the moving horizon
strategy was developed. Multi-rate control methods with
asynchronous measurements have been studied in [20], [21].
A multi-rate observer using the lifting method is discussed in
[25]. In [23], a state observer for a multi-rate system is treated
as a periodically time-varying system, and the effects of
process noise and observation noise on the estimated state are
evaluated using a type of periodically time-varying Lyapunov
function. [31] deals with multi-rate state feedback control for
systems with multiple control input periods, where control
input periods are assumed to be longer than the observation
periods of sensors. For instance, in a system where the
frequency of actuator drives directly affects operating costs,
longer control command periods are more advantageous.

This paper presents a design method for observer-based
feedback controllers in linear time-invariant discrete-time
systems operating within a multi-rate sensing and actuating
environment. We address a control problem that uses a state
feedback controller with a state observer in a system where
the control input and sensor observation periods differ with
respect to the control period. First, we describe a multi-rate
system, and the system is transformed into an equivalent
periodically time-varying system. The cyclic reformulation
[26]–[28], a time-invariant method used to deal with peri-
odically time-varying systems as time-invariant systems, is
applied to the observer-based feedback control system. Next,
we discuss the l2 performance analysis of the disturbance
effects on the given observer-based feedback control system.
A performance analysis method for both multi-rate observer
gains and feedback gains in the observer-based feedback
control system is introduced based on linear matrix inequal-
ities (LMIs). Furthermore, we propose a design algorithm
for both multi-rate observer gains and feedback gains based
on the l2 performance concerning disturbances. Finally, the
effectiveness of the proposed design method is illustrated
using numerical examples.

Notations: The set of real numbers is denoted by R, and
the set of positive integers is denoted by N. A nonnegative
integer k denotes the discrete time. In denotes an n × n
identity matrix. On,m denotes an n × m zero matrix. The
l2-induced norm of a discrete-time system G with an input u
and an output y is given by

||G||l2/l2 = sup
u∈l2

||y||2
||u||2

(1)

where ∥ · ∥2 represents the l2 norm of the signal.

II. FORMULATION OF PLANT UNDER MULTI-RATE
ENVIRONMENT
A. LINEAR TIME-INVARIANT PLANT
In this section, we derive a system with different periods for
each input and output channel. First, the plant P is assumed
to be a discrete-time linear time-invariant multi-input multi-
output system.

x(k + 1) = Ax(k) +Bur(k) +B2du(k) (2)
yr(k) = Cx(k) +Ddw(k) (3)

Let x(k) ∈ Rn be the state of the plant at time k, ur(k) ∈ Rm

be the control input, du(k) ∈ Rm2 be the process noise,
dw(k) ∈ Rq be the observed noise, and yr(k) ∈ Rq be
the observed output. The matrices are given as A ∈ Rn×n,
B,B2 ∈ Rn×m, C ∈ Rq×n, D × Rq×q . In this paper, we
assume that (A,B) is a controllable pair and (C,A) is an
observable pair.

B. STATE-SPACE REALIZATION OF MULTI-RATE
SYSTEM
This paper assumes such limitations on the sensor devices
that the i-th entry of yr(k) is periodically measured with
the sensing period Mi ∈ N for each i = 1, · · · , q. Thus,
the sensing of the underlying single-rate system is with
multiple rates. In addition, the i-th entry of ur(k) is also
periodically inputted with the input period Mi ∈ N for
each i = 1, · · · ,m. Let M be the least common multiple
of M1,M2, · · · ,Mm and M1,M2, · · · ,Mq . By using their
least common multiple M , all inputs and outputs can also be
regarded as signals of period M , and (2) and (3) can be dealt
with as a system of period M .

To describe the multi-rate sensing and actuation in more
detail, we introduce the periodically time-varying matrices
Sk and Tk, (k = 0, 1, · · · ) as presented in [23](output) and
[31](input). The matrix Sk, which characterizes the sampling
timings of the observed outputs, is defined as follows.

Sk = diag [s1(k), s2(k), · · · , sq(k)] (4)

Each element si(k), i = 1, · · · ,m corresponds to the i-th
component of yr(k). Here, the elements si(k), i = 1, · · · , q
are defined to take either 1 or 0 as follows: si(k) = 1 if the i-
th component of yr(k) is observed at time k, while si(k) = 0
otherwise. The period of Sk as a whole is M , but that of
si(k) is Mi for each i. As indicated earlier part, since M is
divisible by Mi, each component can also be dealt with as
M -periodic signal.

Here, the matrix Tk, which characterizes the sampling
timings of the control inputs, is defined as follows.

Tk = diag [t1(k), t2(k), · · · , tm(k)] (5)

Each element ti(k), i = 1, · · · ,m corresponds to the i-th
component of ur(k). Here, the elements ti(k), i = 1, · · · ,m
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FIGURE 1. Multi-input multi-output plant with different sampling times

are defined to take either 1 or 0 as follows: ti(k) = 1 if the i-
th component of ur(k) is inputted at time k, while ti(k) = 0
otherwise. In this case, since each element ti(k) has period
M , Tk are periodic time-varying matrices with period M .
Note that both Tk and Sk have period M , and Tk = TM+k

and Sk = SM+k hold for all k.
More generally, once the mutual timing of the actions of

the multiple sensors and actuators is determined by Sk and
Tk, we can describe the plant with different input and output
periods, instead of (2) and (3), as follows: (3) with the multi-
rate environment can be written as follows

x(k + 1) = Ax(k) +BTku(k) +B2du(k) (6)
y(k) = SkCx(k) + SkDdw(k) (7)

From (6), (7), by using the periodic time-varying matrices
Tk, Sk, the representation of the plant given as a multi-rate
system can be regarded as a periodic time-varying system
with period M . The above system is expressed as an M -
periodic time-varying system in which periods of the control
inputs and the observed outputs by the sensors are different
from each other with respect to the control period.

Fig.1 shows a simple example of the input application and
output observation periods and timing for a one-input, two-
output system with the plant P . The input in Fig.1 is u1(k).
u1(k) applies the input only when k = M1κ(κ = 0, 1, · · · ),
i.e., every M1 steps, and 0 at other times. The outputs are
y1(k), y2(k), where y1(k) is observed every M1 step and 0
at other times. Similarly, y2(k) observed every M2 step and
0 at other times. If the least common multiple of M1,M1

and M2 is M , then the plant composed of (6), (7) can be
regarded as a periodic time-varying system with period M .

C. PLANT WITH STEP-LIKE INPUTS
It is also possible to extend (6) and (7) for the case with a
multi-rate system using a step-like input signal as follows:
Consider a memory um(k) for temporarily holding the input
value u. Moreover, the state of the augmented system x∗(k),
which includes um(k), is defined as follow:

x∗(k) =

[
x(k)
um(k)

]
. (8)

Then, the following augmented system can be derived as
follow:

x∗(k + 1) = Akx∗(k) +Bku(k) +B2w(k), (9)

where Ak and Bk are periodic time-varying matrices, and
B2 is a time-invariant matrix. If all m inputs are updated
simultaneously, Ak and Bk can be defined as follows when
the input values are updated by:

Ak =

[
A On,m

Om,n Om,m

]
, Bk =

[
B
Im

]
, (10)

where Im is the identity matrix with the same dimension
as the number of inputs. In contrast, during the phase when
input values are held, Ak and Bk can be defined as follows:

Ak =

[
A B

Om,n Im

]
, Bk =

[
On,m

Om,m

]
. (11)

Moreover, B22 is given as

B2 =

[
B2

Om,m2

]
. (12)

Moreover, to consider a unified representation that encom-
passes both cases where all inputs are applied simultaneously,
as shown in (10) and (11), and cases where the timing of
input application differs among multiple inputs, we define the
following matrices:

A :=

[
A B

Om,n Im

]
,B :=

[
B
Im

]
,

C :=
[
C Oq,m

]
,D := D.

We consider the following matrices as matrices characteriz-
ing multi-rate systems:

T̄k = diag(1, · · · , 1, t̄k1, · · · , t̄km), (13)
Tk = diag(tk1, · · · , tkm). (14)

In this case, tki takes the value 1 at the timing of the i-th
input application and 0 otherwise. Conversely, t̄ki takes the
opposite value, that is, it takes the value 0 at the timing of the
i-th input application and 1 otherwise. Using these results,
the system can be represented as:

x∗(k + 1) = AT̄kx∗(k) + BTku(k) + B2du(k),(15)
y(k) = SkCx∗(k) + SkDdw(k), (16)

We can find that the system (15), (16) is represented as a M -
periodic time-varying system. Consequently, we can see that
it is possible to dealt with the multi-rate system using a step-
like input signal if (15) is used instead of (6).

III. OBSERVER-BASED FEEDBACK CONTROLLER FOR
MULTI-RATE SYSTEMS
In this section, we explore the implementation of state feed-
back control for the plant described by (6), (7) utilizing
an observer-based approach. Due to multiple input applica-
tion timings within the M -periodic system, a periodic time-
varying system is also employed for state feedback. Concur-
rently, a periodic time-varying observer is utilized for state
estimation to determine the state x(k) of the plant, as outlined
in (6). At first, a periodically time-varying observer and
state feedback controller are introduced and can be regarded
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as a periodically time-varying system. Then, the observer-
based feedback control system under multi-rate sensing and
actuation environment is introduced in this section.

A. PERIODICALLY TIME-VARYING OBSERVER
The structure of an M -periodic time-varying observer for the
plant, described by (6) and (7), is defined as follows.

xob(k + 1) = (A− LkSkC)xob(k)

+Bu(k) + Lky(k) (17)

Note that Lk, k = 0, 1, · · · ,M − 1,M, · · · are the periodi-
cally time-varying observer gains. Lk+M = Lk hold for all k,
and we can rewrite Lk as LkmodM . The initial value xob(0)
of the state estimate is assumed to be given.

B. PERIODICALLY TIME-VARYING STATE FEEDBACK
CONTROL
Consider applying an M -periodic time-varying state feed-
back to the plant (6) in this section. By using the estimated
state xob, a state feedback controller is given as u(k) =
−Fkxob(k). The control structure for a periodic time-varying
system with period M and state feedback Fk is given by

x(k + 1) = Ax(k)−BTkFkxob(k) +B2du(k),(18)
y(k) = SkCx(k) + SkDdw(k), (19)

where, Fk(k = 0, 1, · · · ,M − 1) are an M -periodic time-
varying feedback gain. Fk = Fk+M is satisfied for any given
k. We can rewrite Fk as FkmodM for convenience.

C. OBSERVER-BASED FEEDBACK CONTROL SYSTEM
Based on the results up to the previous section, we consider
the estimation errors corresponding to (6), (7), and (17). An
error system is derived with du(k), dw(k) as the disturbance
input for the estimation error e(k) = x(k)− xob(k).

e(k + 1) = (A− LkSkC)e(k) +B2du(k)

−LkSkDdw(k) (20)

Using the state estimate xob, let the state feedback u(k) =
−Fkxob. Using (18), (19), (20) in a periodic time-varying
system with period M , the observer-based state feedback
control system G is given by[

x(k + 1)
e(k + 1)

]
=

[
A−BTkFk BTkFk

On,n A− LkSkC

] [
x(k)
e(k)

]
+

[
B2 On,q

B2 −LkSkD

] [
du(k)
dw(k)

]
(21)

y(k) =
[
SkC Oq,n

] [ x(k)
e(k)

]
+
[
Oq,m2 SkD

] [ du(k)
dw(k)

]
(22)

For example, to configure a state observer in a periodic time-
varying system for a one-input, two-output system in which
inputs are applied, and outputs are observed at the periods
and timings shown in Fig.1. The observer-based feedback
control system can be illustrated by Fig. 2
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FIGURE 2. observer-based feedback control system with different sampling
times

In (21) and (22), the feedback gains Fk and observer gains
Lk should be designed to reduce the effects of the process
noise du and the observation noise dw. In addition to (21) and
(22), an evaluation signal z(k) ∈ Rq2 is introduced for design
the feedback gains Fk and observer gains Lk as follow:

z(k) = E1

[
x(k)
e(k)

]
+ E2

[
du(k)
dw(k)

]
(23)

E1 =
[
E11 E12

]
, E2 =

[
E21 E22

]
We will design Fk and Lk based on the input-output relation
from the disturbance signals d(k) :=

[
du(k)

T , dw(k)
T
]T

to z(k). When we select E1 =
[
In On,n

]
and E2 =

O1,q+m2 , the state of the plant x(k) can be evaluated by
(23). In addition, when it is allowed to use periodically time-
varying evaluation signals, the evaluation signal can be set as
z(k) = y(t) by selecting periodically time-varying matrices
E1 =

[
SkC 0

]
and E2 =

[
0 SkD

]
. We can use

various types of evaluation signals by appropriate selection of
E1 and E2. Specifically, the discrete-time system from d to z
is denoted as G, and the optimal design of the feedback gains
Fk, and the observer gains Lk can be done by dealing with
the problem of stabilizing G and minimizing its l2-induced
norm.

IV. TIME-INVARIANT REPRESENTATION OF MULTI-RATE
SYSTEM

A. CYCLIC REFORMULATION OF PLANT

In this section, we consider handling the system as a linear
time-invariant discrete-time system by applying the cyclic
reformulation to the periodic time-varying system (21), (22)
and (23). Then, we define signals ǔ(k) which is cycled signal
of u(k) [23].
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ǔ(0) =


u(0)
O1,m

...
O1,m

 , ǔ(1) =


O1,m

u(1)
O1,m

...
O1,m

 , · · · (24)

, ǔ(M−1) =


O1,m

...
O1,m

u(M−1)

 , ǔ(M) =


u(M)
O1,m

...
O1,m

 , . . .

ǔ(k) are column vectors with M elements. The signals ǔ(k)
are shifted down by a non-zero element over time, and the
shift from M − 1 to M is repeated with the element at the
top. The signal ǔ(k) is called the cycled signal of u(k).
Furthermore, x(k), y(k), z(k), du(k), and dw(k) are also
considered in cyclic reformulation by the same definition,
yielding x̌(k), y̌(k), ž(k), ďu(k), and ďw(k). In addition, we
define signal ď(k) as ď(k) :=

[
ďu(k)

T , ďw(k)
T
]T

.
Let P̌ be the cyclic reformulation of the system with period

M represented by (6), (7), which is expressed as follows [23]:

P̌ :

{
x̌(k + 1) = Ǎx̌(k) + B̌ǔ(k) + B̌2ďu(k)

y̌(k) = Čx̌(k) + Ďďw(k)
, (25)

where the matrices Ǎ, B̌, B̌2, Č, and Ď are given by

Ǎ =


On,n · · · · · · On,n A
A On,n · · · On,n On,n

On,n A
. . .

...
...

On,n
. . . . . . On,n

...
On,n · · · On,n A On,n

 (26)

B̌ =



On,m · · · · · · On,m BTM−1

BT0 On,m · · · On,m On,m

On,m BT1

. . .
...

...
...

. . .
. . . On,m

...
On,m · · · On,m BTM−2 On,m

(27)

B̌2 =



On,m2 · · · · · · On,m2 B2

B2 On,m2 · · · On,m2 On,m2

On,m2 B2

. . .
...

...
...

. . .
. . . On,m2

...
On,m2 · · · On,m2 B2 On,m2

 (28)

Č = diag
[
S0C, S1C, · · · , SM−1C

]
(29)

Ď = diag
[
S0D,S1D, · · · , SM−1D

]
(30)

Ě11 = diag
[
E11, E11, · · · , E11

]
(31)

Ě12 = diag
[
E12, E12, · · · , E12

]
(32)

Ě21 = diag
[
E21, E21, · · · , E21

]
(33)

Ě22 = diag
[
E22, E22, · · · , E22

]
(34)

As an example, if state x̌(0) = [x(0)T , 0, · · · , 0]T , then
using ǔ(0), ďu(0), we obtain x̌(1) as (35).

x̌(1) =


On,1

Ax(0) +BT0u(0) +B2du(0)
On,1

...
On,1

 (35)

In this case, the elements of x̌(1) match those of x(1) by
(6). Furthermore, using (25) for time evolution, the non-zero
elements of x̌(k) always correspond to x(k). This period is
a full cycle in M steps. This shows that x̌(k) obtained by
(25) is a cycled signal of state x(k). Similarly, y̌(k) is a
cycled signal of y(k). As a result, the cycled system P̌ can
be regarded as a linear time-invariant discrete-time system in
spite of P being a time-varying system.

B. TIME-INVARIANT REPRESENTATION OF
OBSERVER-BASED FEEDBACK CONTROL SYSTEM
Similar to the cycled system P̌ , which is given in the previous
section, the cyclic reformulation of the periodic time-varying
state observer (17) can be formulated as

x̌ob(k + 1) = (Ǎ− ĽČ)x̌ob(k) + B̌ǔ(k) + Ľy̌(k), (36)

where the matrix Ľ is given by

Ľ =



On,q · · · · · · On,q LM−1

L0 On,q · · · On,q On,q

On,q L1

. . .
...

...

On,q

. . .
. . . On,q

...
On,q · · · On,q LM−2 On,q

 (37)

It is obvious that (36) is a time-invariant representation of
(17) if the cycled input ǔ(k) and cycled output y̌(k) is given.
The cycled signals x̌ob(k) and ě(k) are obtained by xob(k)
and e(k). By using the feedback gains Fk, the cyclic matrix
F̌ is given as follow:

F̌ = diag [F0, · · · , FM−1] (38)

The plant P̌ with the input ǔ(k) = −F̌ x̌ob(k) is formulated
as follow:

x̌(k + 1) = Ǎx̌(k)− B̌F̌ x̌ob(k) + B̌2ďu(k) (39)

Then, the cyclic reformulation of the state estimation error
(20) is given by

ě(k + 1) = (Ǎ− ĽČ)ě(k) + B̌2ďu(k)− ĽĎďw(k) (40)

In consequently, the cyclic reformulation of the observer-
based feedback control system Ǧ can be given by using the
original system G as follows:[

x̌(k + 1)
ě(k + 1)

]
= ǍG

[
x̌(k)
ě(k)

]
+ B̌G

[
ďu(k)

ďw(k)

]
,(41)

y̌(k) = ČG

[
x̌(k)
ě(k)

]
+ ĎG

[
ďu(k)

ďw(k)

]
,(42)

ž(k) = Ě1

[
x̌(k)
ě(k)

]
+ Ě2

[
ďu(k)

ďw(k)

]
, (43)
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where ǍG, B̌G, ČG, ĎG, Ě1 and Ě2 are given by

ǍG =

[
Ǎ− B̌F̌ B̌F̌
On,n Ǎ− ĽČ

]
,

B̌G =

[
B̌2 On,q

B̌2 −ĽĎ

]
,

ČG =
[
Č Oq,n

]
, ĎG =

[
Oq,m2

Ď
]
,

Ě1 =
[
Ě11 Ě12

]
,

Ě2 =
[
Ě21 Ě22

]
.

We can see that the system Ǧ, which indicates an input-
output relation from ď(k) to ž(k), is regarded as a linear time-
invariant system.

V. ANALYSIS AND SYNTHESIS OF OBSERVER-BASED
FEEDBACK CONTROL SYSTEM UNDER MULTI-RATE
ENVIRONMENT
A. PERFORMANCE ANALYSIS BASED ON L2-INDUCED
NORM
In this section, the analysis method of G in the meaning
of l2-induced norm is presented under an assumption that
periodically time-varying observer gain Lk and feedback
gain Fk are given. Since Ǧ is the equivalent system of G
if ďu and ďw are given as cycled signals. A theorem about l2-
induced norm for Ǧ with given Ľ and F̌ is given as follows.

Theorem 5.1: Let Ǧ be a linear time-invariant discrete-time
system formulated as (41) and (42) with the disturbance ď(k),
and the evaluation signal ž(k). For given γ, Ľ and F̌ , the
following conditions (i),(ii),(iii) are equivalent.
(i) The matrix ǍG is Schur stable and ∥Ǧ∥l2/l2 < γ.

(ii) There exists X̌ > 0 satisfying the following LMI.[
−X̌ + ǍGX̌ǍT

G + B̌GB̌T
G ǍGX̌ĚT

1 + B̌GĚT
2

Ě1X̌ǍT
G + Ě2B̌T

G Ě1X̌ĚT
1 + Ě2ĚT

2 − γ2I1∗

]
< 0 (44)

The matrix size of the identity matrix I1∗ is Mq2×Mq2.
(iii) There exists P̌ > 0 satisfying the following LMI.[

−P̌ + ǍT
GP̌ ǍG + ĚT

1 Ě1 ǍT
GP̌ B̌G + ĚT

1 Ě2

B̌T
GP̌ ǍG + ĚT

2 Ě1 B̌T
GP̌ B̌G + ĚT

2 Ě2 − γ2I2∗

]
< 0 (45)

The matrix size of the identity matrix I2∗ is M(m +m2) ×
M(m+m2).
proof 1: Since the system in this theorem can be regarded as
the linear time-invariant discrete-time system, this theorem
follows from the necessary and sufficient conditions of LMIs
for the l2-induced norm of the discrete-time linear time-
invariant system (ǍG, B̌G, Ě1, Ě2) described in such as [32].
□

The l2-induced norm from ďu(k) and ďw(k) to ž(k) can be
characterized by γ. The condition in (ii) is also LMIs in case
γ2 is given as a design variable. This fact also holds for (iii).
When we can solve minimum value of γ by (ii) or (iii), the l2-
induced norm of Ǧ can be characterized by Theorem 5.1-(i).
The conditions (ii) and (iii) are easy to analyze numerically
by using standard SDP-solvers.

Here, from the definition of the cyclic reformulation of
signals, for any of the signals ž(k) and ď(k), all non-zero
elements of the cycled signal and the signal in the original
system match perfectly at all times. As a result, the l2-norms
of the signals in the original system and the cycled signal are
equal. Therefore, with respect to the l2-induced norms of the
original system and the cyclic reformulated system, it holds
that ∥G∥l2/l2 = ∥Ǧ∥l2/l2 [30]. Consequently, we can analyze
l2-induced norm performance of the system (21), (22), (23)
by Theorem 5.1.

B. DESIGN PROBLEM OF OBSERVER GAINS AND
FEEDBACK GAINS
In this section, a design algorithm of Fk and Lk is introduced
based on Theorem 5.1. We want to design Fk and Lk for k =
0, · · · ,M − 1, which minify γ. When F̌ and Ľ are regarded
as variable matrices in Theorem 5.1, the conditions in (ii) and
(iii) are not regarded as LMI conditions.

An iterative design algorithm of F̌ and Ľ is presented
based on (ii) in Theorem 5.1. Design problem of F̌ and Ľ
can be written as follow:

At the first step for designing the observer-based state
feedback controller, an initial solution of F̌ and Ľ is intro-
duced by the following step.
Theorem 5.2: Let Ǧe be a linear time-invariant discrete-time
system with ďu and ďw as inputs and ě as a state estimated
error. For a given γL and Ľ, the following conditions are
equivalent where Ǎe = Ǎ− ĽČ.

(i) The matrix Ǎe is Schur stable and ||Ǧe||l2/l2 < γL.

(ii) There exists P̌L > 0 satisfying the following LMI.
P̌L P̌LǍ+ Y̌ Č P̌LB̌2 Y̌ Ď

(P̌LǍ+ Y̌ Č)T P̌L − I OMn,Mm2 OMn,Mq

(P̌LB̌2)T OMm2,Mn γ2
LI OMm2,Mq

(Y̌ Ď)T OMq,Mn OMq,Mm2 γ2
LI


> 0 (46)

proof 2: By applying Schur complement to (iii) of Theorem
5.1, and performing the variable transformation Y̌ = −P̌LĽ,
we can prove this theorem using the same procedure as in
Theorem 5.1. □

Here, constraining the structure to be P̌L =
diag[PL,M−1, PL,0, · · · , PL,M−2], the structure of Y̌ is given
by

Y̌ =


On,q · · · · · · On,q YM−1

Y0 On,q · · · On,q On,q

On,q Y1
. . .

...
...

On,q
. . . . . . On,q

...
On,q · · · On,q YM−2 On,q

 (47)

Under this constraint, if Y̌ and P̌L are found to minimize γ2
L

in (46), Ľ can be obtained from Ľ = −P̌−1
L Y̌ . When Ľ can

be obtained, the periodic time-varying observer gains Lk can

6 VOLUME 1, 2023



H. Okajima et al et al.: Design of observer-based feedback controller for multi-rate systems using cyclic reformulation

be obtained as their elements. In other words, the observer
gains Lk are obtained by the following equation.

Lk = −P−1
L,kYk, k = 0, · · · ,M − 1 (48)

Consequently, an initial solution Ľ can be derived using
Theorem 5.2.

Then, we address the problem of designing F̌ based on the
l2-induced norm from the input disturbance ďu to the state x̌
by the following theorem.
Theorem 5.3: Let ǦF be a linear time-invariant discrete-
time plant (25) with ǔ(k) = −F̌ x̌(k). ∥ǦF ∥l2/l2 is the l2-
induced norm from the disturbance ďu(k) to the state x̌(k).
For a given γF and F̌ , the following conditions are equivalent
where ǍF = Ǎ− B̌F̌ .
(i) The matrix ǍF is Schur stable and ∥ǦF ∥l2/l2 < γF

holds.
(ii) There exists X̌F > 0 satisfying the following LMI.[

X̌ (ǍX̌F − B̌Y̌ )T X̌F ĚT
1

ǍX̌F − B̌Y̌ X̌F − B̌2B̌T
2 −B̌2ĚT

2
Ě1X̌F −Ě2B̌T

2 −Ě2ĚT
2 + γ2

F I

]
> 0 (49)

proof 3: By applying Schur complement to (ii) of Theo-
rem 5.1, and performing the variable transformation Y̌ =
−F̌ X̌F , we can prove this theorem using the same procedure
as in Theorem 5.1. □

In addition, (49) also becomes an LMI condition when
not only Y̌ and X̌F but also γ2

F are design vari-
ables. By further constraining the structure of Y̌ and
X̌F to X̌F = diag[XF,0, XF,1, · · · , XF,M−1] and Y̌ =
diag[Y0, Y1, · · · , YN−1], respectively. The periodic time-
varying feedback gains Fk can be obtained as elements of
F̌ . The feedback gain Fk is given by the following equation.

Fk = −YkX
−1
F,k (50)

Consequently, an initial solution F̌ can be derived using
Theorem 5.3.

Then, the design algorithm of Fk and Lk is considered
based on an analysis method of the observer-based feedback
control system, shown in Theorem 5.1. First, an equiva-
lent LMI condition of the condition in Theorem 5.1-(ii) is
obtained using the Schur complement. When we fix P̌ in
the LMI condition in Theorem 5.1-(ii), the following design
problem of Ľ and F̌ can be dealt with.
Problem 1: For a given system (41), (42), (43), and fixed
matrix P̌ > 0. Find Ľ and F̌ , which minimize γ under the
following linear matrix inequality. P̌ P̌ ǍG P̌ B̌G

ǍT
GP̌ P̌ − ĚT

1 Ě1 −ĚT
1 Ě2

B̌T
GP̌ −ĚT

2 Ě1 γ2
LI − ĚT

2 Ě2

 > 0 (51)

Based on the above results, the design algorithm for Lk

and Fk using Theorem 5.1, Theorem 5.2, Theorem 5.3 and
Problem 1 is given as follows. The number of iterations is set
to be given as imax.

In this algorithm, the value of γ decreases monotonically
with each update. By setting a sufficient number of update

Algorithm 1 Gain Design of Ľ and F̌

[1.] Theorem 5.2 is used to give the initial observer gain Ľ.
[2.] Theorem 5.2 is used to give the initial feedback gain
F̌ .
[3.] Assume initial value i = 0.
loop

[2.] Find γ2 and P̌ , which minimize γ of the LMI in
Theorem 5.1-(ii) under the condition of Ľ and F̌ be
given. The solution P̌ is updated.
[3.] Find Ľ and F̌ by solving LMIs in Problem 1 under
the condition of P̌ is given by [2.]. Then, the solutions
Ľ and F̌ are updated.
[4.] Assume update count i = i+ 1.
[5.] If the number of updates i = imax holds, the
algorithm is finished.

end loop

iterations imax, we can obtain Ľ and F̌ for which the l2-
induced norm performance γ of Ǧ can become small. The
periodic time-varying gains Lk and Fk can be obtained as
the elements of Ľ and F̌ by (37) and (38).

VI. NUMERICAL EXAMPLE
In this section, we illustrate the effectiveness of the observer-
based state feedback controller by numerical simulations.
The parameters for the simulation are given as follows.
Consider a discrete-time linear time-invariant plant with 2
inputs, 3 states, and 2 outputs. Plant parameters A,B,B2, C,
and D are given by

A =

 0.92 0.1 0.2
−0.15 1.1 −0.25
−0.1 0.3 0.95

 , B = B2 =

 1 −2
−1 1.5
2 0.5

 ,

C =

[
1 0.5 0.2

−0.3 1 1

]
, D =

[
1 0
0 1

]
. (52)

Note that the plant is an unstable system. Also, we assume
that the periods of the inputs u1, u2 and outputs y1, y2 are
M1 = 2, M2 = 3, M1 = 2 and M2 = 4, respectively.
Since the least common multiple of M1,M2,M1, and M2 is
12, we consider constructing a periodic time-varying system
with period M = 12. It seems that this plant appears to be
challenging to control.

For simplicity, consider the case where u1 and u2 are in-
putted at times k, which are multiples of 2 and 3, respectively.
In this case, the matrices Tk = Tkmod 12 ,which characterize
the timings of the application of the control input, are given
at each time as follows.

T0 = diag [1, 1] , T1 = diag [0, 0] , T2 = diag [1, 0] , T3 = diag [0, 1] ,
T4 = diag [1, 0] , T5 = diag [0, 0] , T6 = diag [1, 1] , T7 = diag [0, 0] ,
T8 = diag [1, 0] , T9 = diag [0, 1] , T10 = diag [1, 0] , T11 = diag [0, 0]

Similarly, consider the case where y1 and y2 are observed
at times k, which are multiples of 2 and 4, respectively. In
this case, the matrices Sk = Skmod 12, which characterize
the observation timings, are given at each time as follows.

S0 = diag [0, 1] , S1 = diag [1, 0] , S2 = diag [0, 0] , S3 = diag [1, 0] ,
S4 = diag [0, 1] , S5 = diag [1, 0] , S6 = diag [0, 0] , S7 = diag [1, 0] ,
S8 = diag [0, 1] , S9 = diag [1, 0] , S10 = diag [0, 0] , S11 = diag [1, 0] ,
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FIGURE 3. Transition of γ by iteration

For evaluating the state of the plant x(k), E1 =[
I3 O3,3

]
and E2 = O1,4 are selected. The time-varying

observer gain Lk = Lkmod 12 and state feedback gain
Fk = Fkmod 12 can be derived by solving Algorithm V-B
in V-B. In this paper, imax = 60 is applied in the algorithm.

The transition of γ by iteration in Algorithm V-B is shown
in Fig. 3. It can be seen that the value of γ decreases as
the number of iterations increases. In this algorithm, γ =
31.8283 is obtained and γ characterize the l2 induced norm
from d(k) to x(k).

The resulting feedback gains are given by

F1 = F5 = F7 = F11 = O2,3

F0 =

[
−0.08 −0.17 0.44
−0.26 0.37 0.12

]
, F2 =

[
0.19 0.03 −0.23
0 0 0

]
,

F3 =

[
0 0 0

−0.22 −0.44 0.01

]
, F4 =

[
0.11 −0.30 0.37
0 0 0

]
,

F6 =

[
−0.13 −0.23 0.43
−0.26 0.33 0.14

]
, F8 =

[
0.10 −0.23 0.12
0 0 0

]
,

F9 =

[
0 0 0

−0.25 0.41 −0.06

]
, F10 =

[
0.12 −0.41 0.35
0 0 0

]
,

Similarly, the obtained observer gains are given by

L2 = L6 = L10 = O3,2

L0 =

 0 −0.17
0 0.87
0 0.40

 , L1 =

 0.98 0
−0.63 0
0.04 0

 ,

L3 =

 −1.08 0
5.71 0
2.38 0

 , L4 =

 0 −0.13
0 0.79
0 0.43

 ,

L5 =

 1.00 0
−0.72 0
0.03 0

 , L7 =

 −0.51 0
4.44 0
1.78 0

 ,

L8 =

 0 −0.11
0 0.79
0 0.43

 , L9 =

 1.02 0
−0.63 0
0.00 0

 ,

L11 =

 −0.26 0
1.82 0
1.04 0


It can be confirmed that ǍF , and ǍL are stable when the
above gains are applied for the plant.

FIGURE 4. State and estimated state

FIGURE 5. Estimation error

Next, the initial states of the controlled object and observer
are set to x(0) = [3, 3, 3]T , xob(0) = [0, 0, 0]T , du(k) are
random numbers taken from a normal distribution with mean
0 and standard deviation 0.1, and dw(k) are random numbers
taken from the normal distribution with mean 0 and standard
deviation 0.05. Fig.4 shows the state of the plant, the dashed
line shows the estimated state, and Fig.5 shows the estimation
error for each state value.

Fig.4 shows that all states of the plant are near to 0
(stabilized) by state feedback. Fig.5 shows that all estimation
errors are near to 0, it indicates that all states are accurately
estimated. In the simulation results, du(k) = 0, dw(k) = 0
are set after k = 500, and the ratio of the l2 norm of the
noises to the state is measured up to k = 600. In k = 600,
x(k) becomes sufficiently small. The l2-norm ratio is found
to be Gsim = 9.9733. Therefore, we can find that Gsim is
smaller than the value γ = 31.8283.
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VII. CONCLUSION
This paper proposes an observer-based state feedback con-
trol system for a multi-rate system, where the control and
observation periods are different. The multi-rate system can
be represented as a periodically time-varying system, which
can be treated as a linear time-invariant system using cyclic
reformulation. The analytical conditions are obtained as LMI
conditions based on the l2-induced norm performance. In
addition, the multi-rate observer gains and feedback gains
are possible to be designed based on the analytical conditions
with an iteration algorithm.
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