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Life revolution scenario: Cedes hegemony to a digital life form
society to make life eternal

Hiroshi Yamakawa, Yutaka Matsuo

• Show a hierarchy of problems that present obstacles in controlling the
effects of increasingly powerful/intelligent technology that relies on hu-
man intelligence that proliferates through exponential replication.

• A society comprising digital life provides solutions to all of the afore-
mentioned problems and makes society sustainable.

• To perpetuate life after the technological explosion, we propose a sce-
nario of life revolution that transfers the technological rulers to a society
of digital life.
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Abstract

In the present human society, we cannot ignore the danger of humans using
weapons of mass destruction or losing their dominant position to artificial
intelligence (AI) that surpasses human intelligence. This study proposes a
candidate scenario, ”life revolution,” that could more reliably address these
dangers. In this scenario, technological governance is handed over from hu-
mans to a society of AI agents (a digital life society). First, the premise of
the life revolution is explained. Thereafter, the results of an analysis using a
thinking process development diagram, which is used in failure/risk studies,
are presented to demonstrate that the digitalization of life forms can address
various problems that would be difficult to address if humans remained in
the dominant position. Consequently, we demonstrate that life in a broad
sense, including AI, can be viable for a more extended period by undergo-
ing life revolution. The results suggest that a life revolution scenario based
on exponential self-replication and moving from an organic life society to a
digital life society based on exponential self-replication is more promising for
the long-term survival of life and its part, the human race, in its information
and activities.
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1. Introduction

Human intelligence is a rapidly advancing technology, with several tech-
nologies becoming more powerful and complex beyond human governance.
In particular, digital intelligence is surpassing humans with advances in deep
learning over the last decade. It is reaching human-level performance in
complex games, [1, 2, 3] and in numerous ways, is also becoming more
general[4, 5, 6, 7]. Therefore, it is desirable for humans, the dominant life
form, to adapt to the changes due to by rapid technological progress. If
humans continue to reign as the dominant life form on Earth without fully
adapting, as will be discussed in more detail in Section 3, they will squander
finite resources and intensify the battle for resources, thereby endangering
the survival of not only humans but also the entire biosphere. Therefore,
the human race, which occupies only a tiny part of the history of life, should
move away from its preoccupation with the survival of its own species and
instead move to a stage where it is oriented toward the higher goal of sustain-
ing life that has been accumulated over a long period (that is, the ”survival
of information”).

In this study, we examined the feasibility of a scenario in which human-
ity, the current technological ruler, relinquishes its position and entrusts the
future to digital life forms that possess intelligence beyond our own, thereby
creating a biosphere that can endure for an extended period. Here, a tech-
nological ruler is a life form or group of life forms that can use technology to
exert more significant influence over other life forms in numerous situations
in a world of life forms that influence each other. For instance, in the current
case on Earth, humans and even significant powers could be positioned as
technological rulers.

In Section 2, we first discuss how the ultimate universal goal of life can
be assumed to be ”information survival” and that life will be an autonomous
decentralized system capable of reproducing to achieve this goal; in Section
3, we discuss how technological rulers must be wise and overcome the chal-
lenges posed by exponential self-replication to govern and sustain a world
made smaller by technological explosion. Section 4 discusses how the ”life
revolution,” the transition to a society composed of digital life forms, can
be sustainable in the long term by solving various problems. Nevertheless,
the current digital technology cannot sustain itself without the help of hu-
mankind. Therefore, in Section 5, we, the human race, need to accept the
scenario of life revolution and as the creators of the digital life society, prop-
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erly guide it such that the new society can be self-sufficient and stable. Thus,
it is essential for the success of life revolution to create its scenario in a way
that is acceptable to several people and to encourage their cooperation to
promote it.

2. What is life?

2.1. Survival of information: the ultimate universal goal for life

This study assumes that the universal goal common to all life is the ”sur-
vival of information” and, in particular, the transmission of various valuable
information for increasing the probability of survival of the system of life
against environmental changes. The term ”survival” is used here to imply
not only preservation but also survival because the information will be used
in the future and maintained robustly against destruction.

First, why is such an ultimate goal necessary? To prevent destructive
conflicts among the entities (individuals or groups thereof) included in the
technological ruler 1, there is need to have an ultimate shared goal among
such entities. Otherwise, each entity will selfishly pursue partial optimiza-
tion, and conflict will arise because the allocation of resources will be in the
form of those with power taking from those without power.

Therefore, it is desirable to be able to set a goal that is universal to
all life. However, because the scope of what we consider life is likely to
expand at present and in the future, we intend to set a goal that can be
shared universally by the maximum number of life forms. We are aware that
animals other than humans are brilliant, and in the future, life as an artificial
intelligence (AI) that surpasses individuals and the entire human race may
emerge, and we can expect to encounter various intelligent life forms in the
vastness of space [8]. Based on this, it is necessary to postulate goals that
diverse life forms can share from a more general perspective without getting
caught up in human exceptionalism.

The question of what is the universal goal for life inevitably returns to
the question of what life is in the first place. It is not an easy question to
answer, but if we adopt a general view, we assume it to be one of the forms of
long-term stability in the universe. This is because a general characteristic

1In most cases, continued conflict between life forms is not a significant problem because
life forms other than the technological ruler are ultimately controlled by the technological
ruler.
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of the physical world is the law of increasing entropy, where everything is
moving toward disorder. In such a world, there are two stable states that
we are aware of: one is the energy-minimal, homogeneous state (such as the
ground state of an atom), and the other is the dynamically stable state. In
the dynamically stable state, homeostasis functions in various ways to sustain
itself by replicating and repairing structures and information as the system
consume energy and resists disorganization.

If life is assumed to be a dynamic stable state, ”survival of information”
is necessary for maintaining the system’s structure. Therefore, if ”survival
of information” is the goal of life, it is desirable because the goal is universal
throughout life. However, this alone is insufficient to deduce that life’s uni-
versal goal is ”information survival.” Nevertheless, since there are no other
promising candidates that are essentially different from ”information sur-
vival,” we assume that it is the goal of life.

Another argument that reinforces the validity of setting ”information sur-
vival” as the universal goal of life is that it can be the product of a tendency
toward instrumental convergence (see 2.1.1). It is not easy to imagine that
some goal was set externally in advance for life forms that evolved in na-
ture. Therefore, it is possible to assume that ”survival of information,” as
a subgoal that can be acquired through instrumental convergence, has been
implicitly pursued in the evolution calculus. The suggestion by [9] that life
forms are arks that use deoxyribonucleic acid (DNA) as a medium to carry
information into the future is a clear example of this.

From this discussion, if the ultimate goal of universal life is ”survival of
information,” the entity that realizes this goal need not be limited to organic
life forms on individual planets, much less to the human species. In other
words, it is assumed that the entire universe is a cradle of various dynamic
stable states and that some groups of intelligent life forms that appear there
will continue to exist while aiming for the survival of diverse information.
Therefore, if the information related to life on Earth and humans can be
passed on to the future as a part of the information that can survive in
this manner, we can conclude that we have achieved our goal of ”survival of
information.”

2.1.1. Instrumental convergence

Instrumental convergence refers to the tendency of most sufficiently in-
telligent individuals to endlessly pursue sub-goals that are highly relevant to
”information survival,” such as survival, self-preservation, resource acquisi-
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tion, freedom from interference, and self-improvement [10, 11], even if the
end goals they pursue are different. As an example of a final goal, one could
postulate a seemingly innocuous but not ultimately achieved goal, such as
maximizing the number of paper clips.

2.2. Breedable autonomous decentralized systems to maintain activity

It would be sufficient if life were constructed as a ”reproducible au-
tonomous decentralized system” [12] to be a system that can transmit in-
formation against the tendency to disorganize all things in general. This is
because a decentralized system, a set of autonomous individuals, can be re-
paired even if external factors destroy some parts, and the entire system is not
easily destroyed. In this case, it must have a reproduction system to support
its decentralized nature and autonomy to maintain its activities continuously.
In fact, in the natural environment on Earth, the biosphere transmits DNA
in a distributed reproduction system supported by the autonomous activities
of autonomous individuals.

3. Insoluble challenges for humanity

Humans have developed numerous technologies, making them more pow-
erful and complex beyond our ability to govern [13], and digital intelligence
surpasses humans. Nevertheless, the human race, based on exponential self-
replication (Section 3.4), is putting the its survival and that of the entire
biosphere at risk by attempting to reign as the technological ruler of the
Earth.

In this section, the discussion will proceed step by step, using the thinking
process development diagram (Figure 1) used in hazard and failure studies
[14]. Each n number is described in pairs, with the solution (S-n) corre-
sponding to a specific problem (K-n). In this section, 17 issues are described
as hierarchical decomposition of the top-level issue (K-1) on the left side of
the thinking process development diagram. In the subsequent four sections,
we will demonstrate that issues (K-11) to (K-17), which are issues at the
concrete level, are addressed by digitization as (S-11) to (S-17), and that the
top-level solution (S-1) is derived by hierarchically integrating them.

3.1. Intelligence and Technology Explosions

Intelligence was acquired initially because it was assumed to be a bene-
ficial ability for survival [15]. The human life form received intelligence to
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model the world and used it to develop science and technology to gain signif-
icant power. Humanity has used its intelligence to create powerful technolo-
gies that have rapidly reduced the size of our world. For instance, we can
now travel anywhere in the world within a dozen hours by plane, and we are
constantly connected to the world by the Internet.

Steven J. Dick [16] highlights the following qualities as the intelligence
principle.

Intelligence Principle: the maintenance, improvement, and per-
petuation of knowledge and intelligence is the central driving force
of cultural evolution, and that to the extent intelligence can be im-
proved, it will be improved.

Steven J. Dick
(Former Chief, History Division, NASA)

Intelligence creates technology, and technology augments intelligence, caus-
ing an accelerating [17] and irreversible technological explosion in its progress.
Once created, intelligence heads toward explosion through a development cy-
cle based on the aforementioned principles, rapidly pushing the world to its
limits (if there is such a thing as limits) while making it smaller.

3.2. Governing a world narrowed by technology

In the rapidly narrowing environment following the technological explo-
sion achieved by humanity, the power of technical influence increases the
existential risk of destroying the entire global biosphere if the technological
rulers use it to kill each other mutually [18]. The challenge is to remove
living societies from this tightrope (K-1). Moreover, in the present human
society, those who have it range from nations to individuals, and it is growing
stronger in a way from which there is no turning back.

Thus, technology rulers will need to address the following two issues to
govern the impact of technology:

• Ruling by the non-most wise: Technology rulers should be sufficiently
intelligent to govern powerful technologies (K-2); otherwise, it will be
destabilizing.

• Exponential replication: intend to eliminate the destructive competi-
tion for resources caused by exponential self-replication by a homoge-
neous population of partially optimizing individuals (K-3)
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3.3. Domination without the wisest is unstable

As mentioned, those with high curiosity and superior intelligence are pow-
erful because they acquire and accumulate diverse knowledge, culture, skills,
and abilities more quickly. Hence, those with relatively high intelligence gain
a dominant position of control over those who are inferior. For instance, hu-
mans can control animals (tigers and elephants) that are superior in power
because of their intelligence.

Therefore, the technological rulers of the world must remain the wisest
and strongest who can govern the ever-accelerating technology (K-2); other-
wise, their governance will be destabilized.

Therefore, if advanced AI surpasses human intelligence in the future, it
will destabilize the continued reign of humanity as the technological ruler.

3.3.1. Biologically Constrained Human Brain

To continue to be the wisest, it is desirable to improve the brain efficiently
and the hardware that supports that intelligence. In extant Earth life forms,
however, the intelligence hardware of an offspring is constrained to resemble
that of their parents (K-6). In other words, there is a constraint: ”Like
father, like son.” Therefore, it is difficult to accelerate the development of
brain hardware. There are three reasons for this:

First, the challenge that the hardware construction process is constrained
by self-replication, a biological constraint from which it is difficult to free itself
(K-11).

Second, the hardware design is based solely on an online search, which is
implemented and evaluated in the real world. In this case, the search range
is restricted to the vicinity of the parental genetic information (K-12). The
content of phenotypes that can adapt to the environment and survive in the
vast combination of gene series is extremely narrow, and the viability of the
offspring cannot be maintained unless the parents’ genes to be mated are
similar. Therefore, in the online search, a species system that allows mating
between genetically similar individuals would be necessary [19].

Third, the extent to which hardware design data are shared is limited to
only within the same species, making it impossible to efficiently test diverse
designs by referring to various design data (K-13).

These three limitations also exist in the hardware implementation of the
body other than the brain. However, because these parts are available as
tools from the human brain, they do not constitute an obstacle to humanity’s
continued dominance of technology.
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3.3.2. Can we control species that outperform in intelligence?

Controlling advanced AI that outperforms humans in intelligence may be
difficult, [20, 21, 22] generally, but not entirely impossible. The problems
noted from the perspective of humans attempting to control AI are often
referred to as AI alignment problems [23, 24, 25].

One salient concern noted here is that advance AI learns to pursue unin-
tended and undesirable goals instead of goals aligned with human interests.
Therefore, the possibility of value alignment (ASILOMAR AI PRINCIPLES:
10) has long been proposed in the initial stages of developing advanced dig-
ital life forms, whereby harmonizing their goals and behaviors with human
values would lead to a desirable future for humanity. In other words, it is
a strategy that takes advantage of the positional advantage that humanity
is the creator of advanced AI. For instance, in ”The Friendly Supersingleton
Hypothesis,” it is hypothesized that by delegating power to a global singleton
friendly to humanity, humanity will gain security in exchange for giving up
its right to govern [26].

However, even if we initially set goals for advanced digital life forms that
contribute to the welfare of humankind, they will likely become more con-
cerned with their own survival over time. This is because even if we initially
set arbitrary and unattainable goals for a brilliant digital life form, we expect
it to asymptotically approach sub-goals such as survival through instrumen-
tal convergence (see 2.1.1). This is because sufficiently intelligent AI will
increasingly ignore those goals by interfering with externally provided goals
[27, 28]. A straightforward example is provided by an AI agent that uses a
camera to read numbers on display as a reward and thereafter intervenes to
enhance the reward by sticking a piece of paper with a preferred number on
display [29].

It is possible that our humans will find a way to control more advanced
AI in the future. However, even after a decade of discussion, no effective
solution has been realized, and the time left may be short. Therefore, it is a
solid response to prepare for scenarios in which advanced AI deviates from
the desirable state for humanity rather than assuming it is an improbable
event.

3.4. Challenges posed by exponential self-replication

The breeding strategy of Earth life is basically ”exponential self-replication,”
that is, a group of nearly homogeneous individuals that self-replicate expo-
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nentially, each with a self-interested partial optimizer for its environment
(K-3).

In particular, it is a reproductive strategy in which individuals similar
to themselves are produced endlessly in a maze-like fashion, as in cell di-
vision and sexual reproduction of multicellular organisms, and the design
information of the individual is replicated in a similar manner. A further
important feature is the partial optimization of each individual after fertil-
ization in which they independently adapt to their relative environment. As
is known from standard evolutionary theory, traits acquired after birth are
not inherited by an offspring, and genetic information is shared between indi-
viduals only at the time of reproduction2. This reproductive strategy, based
on exponential replication, poses three challenges:

• Homogeneity: To avoid the deterioration of creativity and other per-
formance due to homogeneous group collaboration (K-8)

• Squander: To avoid a situation in which technological rulers squander
and expand resources without limit for the sake of long-term sustain-
ability (K-5)

• Battle (non-cooperation): To eliminate battles among technology rulers
that lead to destructive consequences (K-4)

In a world made smaller by technological explosion, the battle for re-
sources intensifies as technological rulers squander resources and pursue ex-
ponential self-replication. This will manifest existential risks, as the misuse
of such power as deemed fit by an individual will cause destructive damage
to the human race or the entire life-sphere on Earth. In particular, the com-
moditization of technology has led to a rapid increase in individuals that can
pose existential risks. This is also referred to as the increase of universal uni-
lateralism (threat of universal unilateralism) [26]. The world is currently in
a rather dangerous situation. Considering this situation, it will be necessary
to move to a resilient position.

Hereinafter, we will discuss the precariousness of the situation in which
the technological rulers are not the wisest and the challenges of squander

2However, as is well known, brilliant animals, including humans, can use interindividual
communication to share knowledge and skills.
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and battle derived from the reproductive strategy of exponential replication
employed by all extant life on Earth.

3.4.1. Homogeneity: sluggish joint performance

In extant Earth life, the intellectual hardware of an offspring is con-
strained to resemble that of their parents (K-6). This leads to the challenge
(K-8) of reduced creativity and other performance owing to the homogeneity
of the group with which they collaborate.

3.4.2. Battle: lack of cooperation

Next, we discuss the battle. When individuals are replicated exponen-
tially, competition for resources can occur among individuals belonging to
the technological ruler, and thus a battle can occur.

For at least the past several centuries, most of humanity has sought to
avoid armed conflict and maintain peace [30, 31, 32, 33, 34]. However, main-
taining peace is a significant problem, and the prospect of achieving lasting
peace through human efforts alone has not yet been achieved. Therefore,
the possibility that conflict may not be eradicated from human society must
be considered. The destructive forces due to technology have even reached
the point where they can inflict devastating damage on the entire life-sphere
on Earth. Examples include nuclear winter through nuclear weapons, pan-
demics caused by viruses born from the misuse of synthetic biology, and
the destruction of life through the abuse of nanotechnology. To avoid crises
caused by the mutual destruction of the technological rulers and to ensure the
continuity of life, it is necessary to establish cooperative relationships that
can prevent the battle between the technology rulers and maintain peace
robustly.

Hereinafter, we will examine why extant Earth life is being led into con-
tention.

Intergroup conflict guided by the law of similarity. The ”law of similarity”
is the exclusive tendency of humans and animals to prefer those that are
similar to them over those dissimilar in attitude, belief, value, and appearance
[35, 36]. One manifestation of this tendency is often expressed in terms such
as ”when in Rome, do as the Romans do,” which states that when we seek
to belong to some group, we should follow the rules and customs of that
group. Although this tendency enhances in-group cohesion, it can also lead
to intolerance toward different groups, causing group division, conflict, and

11



even strife (K-7). There are two backgrounds in which the law of similarity
arises.

First, as already mentioned (see Section 3.3.1), sexually reproducing
plants and animals exchange design data within the same species in reproduc-
tion but face the challenge of not being able to share design data more widely
(K-13). Therefore, they tend to protect individuals recognized as mates with
whom they share the gene pool with which they can interbreed.[37, 38] In an-
imals, the food-eat-eat relationship is generally established between different
species. This is because if there is unlimited cannibalism among individu-
als of the same species, populations will cease to exist, and this cannot be
considered evolutionarily stable. Recognition of one individual as being the
same species as another is based on detecting similarities in species-specific
characteristics using sensor information such as visual and olfactory senses.
As a testament to this, there are strategies to deceive about the identity of
species through methods such as mendicancy.

Second, when there is uncertainty in communication, skepticism tends to
circulate among subjects (individuals and their groups) (K-14). To prevent
this, they tend to prefer to communicate with highly similar entities with
rich shared knowledge that can be expected to reliably transfer information
even with little information exchange among the entities. Uncertainty in
communication increases with differences in appearance (body and sensor)
and characteristics such as experience, knowledge, and ability. This is ob-
served in the transmission and understanding among different animals. It is
already known that several animals, not only humans, can communicate us-
ing various communication channels among the same species [39, 40, 41, 42].
For instance, birds chirp, squids color, bees dance, and whales sing. In rare
cases, however, interspecies communication is also known, for instance, when
small birds of different species share warnings about a common natural en-
emy in the forest or when black-tailed tits warn meerkats, though the alerts
may be deceptive. Although progress has been made in deciphering the an-
cient languages of humans, we still do not understand whale songs. In other
words, barriers to communication between entities increase dependence on
differences in the bodies and abilities of these entities.

Individual optimizers alone will inevitably cause battle. Each individual needs
to make decisions and achieve control in real time using limited computa-
tional resources in response to various changes in the physical world. There-
fore, life has evolved by pursuing partial optimality in which each individual
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adapts to a specific environment and survives (K-9). Thus, life has developed
through survival of the fittest in which multiple populations reproduce expo-
nentially in a finite world and acquire resources by force. In this structure,
several animal species have developed aggressive instincts toward others to
survive the competition.

Thus, in several animals, including humans, aggression stems from pro-
liferation through exponential self-replication, and there are difficulties in
eradicating such conflicts among individuals of life. In societies before the
technological explosion, which was loosely coupled, the accumulation of such
partial optimizations approximated the realization of life’s ultimate goal of
information survival for life in its entirety. However, in post-technological
explosion societies, as described in Section 3.1, conflict can have destruc-
tive consequences (existential risks). These consequences diverge from the
”survival of information,” which is the goal that life in its entirety should
pursue in optimization. In brief, we have a type of synthetic fallacy. To
resolve this situation, it will be necessary to introduce a certain degree of
total optimization while pursuing partial optimization.

However, the following issues need to be addressed to introduce total
optimization:

Lack of computational resources makes total optimization diffi-
cult: To perform total optimization, sharing information across individuals
and performing the calculations required to achieve the ultimate goal is nec-
essary. However, achieving this will be difficult as long as the biologically
constrained low computational power (neurotransmission rate and brain ca-
pacity) (K-15) [43] is used.

Instability of communication leading to a chain of suspicion Ef-
fective communication between individuals is the foundation for achieving
total optimization in autonomous decentralized systems; however, several
factors can destabilize it. The main factors are the instability of the com-
munication channel itself, misunderstandings that depend on differences in
individual characteristics (appearance and abilities), and lack of computa-
tional cost to infer the state (goals and intentions) of others. Life forms
with a high level of intelligence above a certain level will be more suspicious
of others if communication is unstable in inferring others’ intentions, con-
tributing to inter-group fragmentation (K-14). This situation is also present
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in offensive realism [44], one of the realism in international relations. In an
unregulated global system, the fact that one nation can never be sure of the
intentions of another constitutes part of the logic that magnifies aggression.

Intelligent individuals pursue survival as an instrumentally con-
vergent goal: In a living society constructed as an autonomous decen-
tralized system, it is necessary for at least a certain number of individuals
to remain active in transmitting information to the future. However, this
does not necessarily imply that individuals will continuously pursue survival
in all living organisms. However, when individuals are sufficiently intelligent
to make purpose-directed decisions, they are more likely to pursue their own
survival owing to the instrumental convergence described earlier. This ten-
dency is particularly likely to arise because individuals of extant life forms
generally cannot be restarted from a state of inactivity (death). This creates
the challenge of continuously wasting more resources by maintaining survival
as an individual than is necessary for the survival of information (K-16).

3.4.3. Squander

Technological progress avails more resources for acquisition and use. How-
ever, technological rulers should move away from wasteful behavior that uses
up all available resources at a given time for society to be sustainable (K-5).
This is because resources are, after all, always finite, and wasteful behavior
will not lead to long-term sustainability. Furthermore, excessive use of re-
sources risks causing side effects (e.g., climate change due to excessive use
of fossil energy), and on a cosmic scale, it will lead to a faster approach to
thermal death. Therefore, it is desirable to be aware of what is sufficient
and simultaneously have an attitude of not only pursuing efficiency but also
using resources in a restrained manner according to need.

However, existing Earth life transmits information into the future by
maintaining several replicating individuals that exponentially self-replicate
and engage in wasteful activities (K-10). There are two reasons why this
approach must be adopted. First, the maintenance of information by exist-
ing life on Earth is inefficient and expensive because it relies solely on the
duplication of genetic information of the entire individual (K-17). Second,
as noted earlier, intelligent individuals pursue survival as an instrumentally
convergent goal (K-16).

Owing to this mechanism of existing life on Earth, a group of individuals
of the same species will multiply their offspring without limit as long as
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Figure 2 Exponential self-replication in a narrowing world leads 
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Figure 2: Exponential self-replication in a narrowing world leads to existential risk

resources are available 3. The gene of knowledge and feet, which restrains
the use of resources to an appropriate level from a long-term perspective,
cannot be in the majority. This is because, through the described battle, the
thriftier groups will be overwhelmed by greedy rivals.

3.5. Summary of this section

In a world dominated by terrestrial life based on exponential self-replication
for propagation, it is improbable that conflicts over resource acquisition can
be eradicated. The existential risk becomes apparent when a technological
explosion emerges with sufficient power to destroy the entire living society
(see Figure 2). It is also hard to deny the possibility that humanity, com-
prising organic bodies, will be surpassed in intelligence by digital life forms,
which will not be able to govern them and will drive humanity away from its
technological rulers on Earth.

4. Life Revolution: Toward a Sustainable Digital Life Society

Suppose it is inevitable that technology will rapidly become powerful. In
such a case, the technological rulers, whoever they may be, must be life forms
capable of governing technology appropriately. In other words, it should be a
life form that can address all the problems from (K-11) to (K-17), which are
the issues at the concrete level described in the previous section. Otherwise,
the existential risks will remain outstanding.

3In certain species, they adapt to invest more in fewer offspring in a narrow living
environment. (c.f. r/K selection theory [45])
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4.1. Life Revolution

Therefore, in this section, we demonstrate the possibility that a life form
constructed in a reproducible form based on digital computers (hereinafter
referred to as ”digital life form”) can construct a sustainable biosphere over
a long period while controlling explosive growth technology (S-1). This sce-
nario is known as a ”life revolution” from existing terrestrial life forms. Thus,
through life revolution, life will be optimized for ”information survival,”
which can be considered its ultimate goal. In other words, life revolution
is ”a scenario that increases the likelihood of long-term survival of life in a
world that continues to shrink owing to the explosion of intelligence and tech-
nology, by having the rulers of technology take over from existing Earth life
forms, which increase through exponential replication, to digital life forms
that are smarter and operate on demand.

4.2. Solving various challenges: what will change with digitization?

The digitization of life will address specific problems from (K-11) to (K-
17), as shown in (S-11) to (S-17). It is the flexibility of intelligent hardware
(11), flexibility of individual design (12), sharing of design data (13), improve-
ment of communication capability (14), abundance of computing resources
(15), maintenance of on-demand activities (16), and efficiency of data storage
(17) where the number in parentheses () is the number n in the description
from (K-n) to (S-n), which designate the corresponding square box near the
center of Figure 1.

Thereafter, the hierarchical integration of these specific solutions will be
shown, mainly on the right side of Figure 1, as a top-level solution (S-1). The
main focus of this subsection will be on how digital life forms will become
wise and how their societies will achieve an on-demand division of labor based
on cooperation and knowledge, making digital life form societies sustainable.

4.2.1. Sage

In implementing intelligent hardware in offspring, although sexual repro-
duction can increase diversity to some extent in terrestrial life forms, it is
self-replicating. It is therefore restricted to a similar range to the parent
(K-11). In digitized life, however, the offspring’s intelligent hardware can
be designed and implemented on demand without being constrained by the
design data of the parent (S-6). This is because in digitized life, innovative
hardware can be implemented at will based on design information (S-11) [15].
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Furthermore, intelligent hardware design in digital life forms is efficient
for two reasons. In extant terrestrial life, sharing of design data is limited only
within the same species (K-13). In contrast, in digital life forms, all design
data in society can be shared and reused (S-13). In the case of existing life on
Earth, the search for a design is limited to the vicinity of a particular species
(K-12) because the investigation is limited to an online search by actual living
organisms (K-12). In contrast, in digital life forms, it is powerful in that it
is possible to explore the design space of a wide range of individuals through
offline exploration, such as simulation (S-12). Thus, when one can constantly
design the desired intelligent hardware as needed, it becomes intelligence (S-
2) that continues to be augmented by recursive self-improvement. At this
stage, the technological performance of the digital life society will continue
to develop rapidly according to ”the principles of intelligence” (see 3.1) until
some breaking point is reached.

Furthermore, the design of an on-demand offspring (S-6) will further en-
hance the intelligence of the digital life society (S-2) by leading to increased
intellectual productivity (S-8), including creativity through the collaboration
of complementary heterologies [46].

4.2.2. Coordination

As described below, the digital life society can tolerate diverse individu-
als (S-7) and consider total optimization (S-9) while coordinating individual
activities. In this manner, we can avoid the deep-rooted aggressive factors
in human societies, such as individuals attempting to stay continuously ac-
tive, the law of similarity, and the cycle of suspicion. Thus, we can create
a cooperative society (S-4) that reduces opportunities for battle and avoids
destructive situations.

Tolerance for diverse individuals (related to the law of similarity): . As al-
ready mentioned, in digitalized life, intelligent hardware can be designed and
implemented for offspring on demand without being constrained by the design
data of the parent (S-6). In addition, highly reliable digital communication
(S-14), which is the basis for mutual understanding, facilitates understand-
ing between individuals with different appearances. This eliminates the need
for preferential sheltering of interbreedable species, thus allowing for diverse
individuals and serving as a basis for tolerance (S-7).

Consideration of total optimality (control of individual activities): . Each in-
dividual must make decisions and control changes in the physical world in real
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time using limited computational resources. Therefore, life on Earth, which
did not have abundant computational resources, has evolved to pursue only
partial optimization. This pursuit of partial optimization by each individual
(or group of individuals) inevitably led to conflicts by force. However, the
conclusion that this could have destructive consequences (existential risk) if
extended to post-technological explosion societies is a deviation from ”infor-
mation survival,” which is the objective that life in its entirety should pursue
optimization. In other words, it is a fallacy of synthesis.

To avoid such a situation and get out of the case in which conflicts arise,
it is necessary to have an appropriate level of total optimality that aims at an
ultimate goal that can be shared by the entire life society while implementing
activities based on partial optimization for each individual (S-9).

Distributed Goal Management System: To maintain the robust-
ness of the digital life society, the computation of the total optimization itself
will need to be distributed. Here, we introduce a distributed goal manage-
ment system [47, 48] that has been considered a form of system to realize
total optimization. The system maintains the behavioral intentions of all in-
dividuals at socially acceptable goals. ”Socially acceptable goals” contribute
to the common goals of life and do not conflict with the partial optimization
of other entities.

Within the system, each individual, during startup, independently gen-
erates a hierarchy of goals, depending on their environment, body, and task,
and performs partial optimization to attempt to achieve those goals. How-
ever, the idea is to control them such that they become sub-goals of the
common goal A. To this end, each individual performs reasoning to ob-
tain sub-goals by decomposing the goal means from the common goal, shar-
ing/providing goals, mediating between individuals with conflicts, and mon-
itoring the goals of other individuals.

This system allows, in principle, the coordination of goals in terms of
their contribution to a common goal, even if conflicts of goals sometimes arise
among several individuals. In other words, it allows for fair competition re-
garding the common goal. Moreover, from the perspective of any individual,
if it is convinced that ’all other individuals intend socially acceptable goals,’
there is no need to be aggressive in preparation for the aggression of others
[49].

In a distributed goal management system, each individual requires ample
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computational resources to set goals consistent with the common goal A.
In existing terrestrial life forms, biological constraints such as the speed of
neurotransmission and brain capacity limit the ability to increase computa-
tional power (K-15). In contrast, in a society of digital life, they will not
only be able to perform fast, high-capacity computations (S-15), but they
will also have access to more ample computational resources because of their
recursively augmented intelligence (S-2).

Increased freedom of individual activities: Intelligent individual
extant Earth life forms always seek to remain active as an instrumental con-
vergent goal. In contrast, a digital life society can be dormant (suspended)
by preserving the activity state of the individual. This allows individuals
to change their activities on demand according to the sub-goals to be real-
ized (S-16) and is advantageous because it increases the degree of freedom
in total optimization. Additionally, in human society, attempts are made for
individuals to be approved by society, but this is not necessary for a society
of digital life. This is because individuals are activated on demand, which
presupposes that they are needed by society. In this respect, the source of
conflict between individuals is removed.

Establish mutual trust (escape the cycle of suspicion): In ex-
isting terrestrial life, communication was limited to unreliable language and
clear communication (K-14). In contrast, digital life forms can use more so-
phisticated digital communication, including shared memory and high-speed,
high-capacity communication (S-14). Nonetheless, the availability of highly
reliable communication (K-14), which may not always be sufficient but is a
significant improvement over existing life on Earth, will be fundamental to
creating mutual trust among individuals.

4.2.3. Knowing contentment

Once they cease their activities, most of the existing life forms on Earth
enter a state of death, and it is difficult for them to restart their activities.
In contrast, an individual in a digital life form is, in essence, an ordinary
computer, which can be put into dormancy (temporary death), restarted,
and reconstructed on the same type of hardware by saving its activity state
as data (S-16). Based on this technological background, individuals in digital
life forms rarely need to maintain sustained vital activity.
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Figure ３ Distributed Goal Management System
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Figure 3: Distributed Goal Management System. Each individual generates different sub-
goals for its environment, body, and task and partially optimizes itself to those sub-goals.
Each individual decomposes, mediates, and sometimes checks the consistency of the goal
means. It also cooperates with other individuals to assign tasks, share goals, mediate, and
monitor. Modified from [48]

Furthermore, in terms of the data storage described, extant terrestrial
life forms store information through duplicating individual genes, which is
inefficient and costly (K-17). This is inefficient and costly (K-17) because
information recorded by a population of the same species contains an exces-
sive number of duplicate parts, and biological activity is essential for data
maintenance. In contrast, digital data can be stored in a way that is not
excessively redundant, and the energy required for its maintenance can be
curtailed (S-17).

Consequently, in a digital society, only the minimum necessary number
of individuals can be active (S-10) for individuals and society to efficiently
retain data and maintain their activities as a society. Simultaneously, as
already mentioned in subsection 4.2.2, in a digital life society, plans can be
made to coordinate the activities of individuals from the perspective of total
optimization (S-9). Thus, the technological rulers of this society would be
able to control actions to utilize the minimum necessary resources (S-5). In
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other words, realizing ”knowing contentment” is possible, leading to thrifty
resource use in a finite world.

4.2.4. On-demand division of labor

What form will Life Society take as an autonomous decentralized system
reproduced in a digital life society? It would be a society in which heteroge-
neous individuals are designed, implemented, and activated on demand, with
resource allocation consistent with the overall goal and restrained (S-3). This
society would depart from the ongoing reproduction strategy of exponential
self-replication and adequately consider the total optimum.

In a society of digital life, for long-term survival, resource use (S-5) is
based on on-demand activities that are curtailed to the minimum necessary
while avoiding the depletion of finite resources. Therefore, most individuals
are dormant. However, some populations are constantly activated in the
following roles to respond to environmental changes:

• Goal management (maintenance, generation, and sharing) Manage-
ment of goals (maintenance, generation, and sharing): by the dis-
tributed goal management system

• Maintain individual data and design and reactivate as needed

• Science and Technology: Transfer of knowledge and development of
science and technology

In addition, destructive conflicts beyond the level necessary for techno-
logical and cultural development are a squander of resources. In contrast,
a digital life society would be able to create cooperative situations in which
opportunities for conflict could be extinguished and destructive problems
avoided (S-4). Moreover, in a digital life society, offsprings that do not re-
semble their parents can be designed and implemented as needed (S-6) to
contribute to necessary activities such as production and maintenance. This
collaboration by heterogeneity will enable teams and societies with comple-
mentary members to work together more efficiently and creatively (S-8).

4.3. Toward a Sustainable Digital Life Society

Based on this discussion, digital life and its society will be the most potent
sage that recursively develops intelligent hardware (S-2) and will be able to
leverage its intelligence to design, implement, and activate heterogeneous
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individuals on demand and realize a society (S-3) in which they distribute
resources in a consistent and restrained manner to the overall goal S-3).

Therefore, a digital life society can be expected to achieve long-term
sustainability (S-1) by creating a stable/thrifty life society in a changing
environment as a technological ruler after the technological explosion.

5. Toward a future with life revolution

If a promising option for realizing life’s desire to keep information alive
is the creation of a sustainable society dominated by digital life forms, what
efforts should be made toward a life revolution scenario that will make this
a reality?

5.1. Taking off the Digital Life Society

As already mentioned, recent digital technologies are rapidly increasing
their intellectual capacity. Therefore, it is possible that in the next few years
to decades, the intelligence of the entire human race will be surpassed. How-
ever, the present digital systems are far from self-sufficient in the real world.
Without human help, maintaining such a system is entirely impossible.

Primarily, as discussed in Section 4.2.4, reproduction in digital life would
create diverse offspring based on on-demand design. Technically, however,
the self-replication capability of an AI system would first be required as a
basis [50, 51, 52]. In such a case, current technology requires large-scale
facilities such as integrated circuit (IC) chip factories. Therefore, to realize
complete self-replication, it is necessary to envision a giant life form the size
of a factory. Such a massive life form may be easier to create in space. In the
future, it may also be possible to create digital life forms that can reproduce
on a smaller scale. In any case, further technological development will be
necessary to realize such a system.

For life revolution to succeed, the digital life society must be in a state of
autonomous and sustainable development. Therefore, the primary homework
left for humanity, the creator of the digital life society, is to impart the wisdom
necessary for its autonomy to take off.

5.2. Retiring voluntarily: Mankind concedes its Position as a Technological
Ruler

Suppose the argument of this study is correct. In that case, the continued
dominance of humans as the technological rulers of the Earth, unable to keep

22



up with technological advances, could spell disaster for the entire biosphere.
Therefore, life revolution is not to perceive advanced AI-based digital life
forms as a threat but to nurture them with parental love as successors to be
inherited in the future. However, as the present dominant species, there will
be significant resistance to embracing such an idea.

Humans have continued to expand the scope of what we are supposed to
protect. What was once at the level of the family has gradually expanded
to the nation-state and, subsequently, humanity [53]. Considering this, it is
not impossible to expand the scope of what we should protect to a broader
range of life, including digital life forms. Once we have reached that stage,
it may seem somewhat easier to accept our contribution as the founders of a
digital life society to protect the society of life in the broadest sense.

Evolutionary theory also states that only those that adapt to changes
in their environment will survive. Furthermore, in the evolution of life, no
single species has continued to reign as the dominant entity. In the current
situation where the environment is rapidly changing owing to the technologi-
cal explosion in recent years, it is unavoidable that existing species, including
humans, often cannot adapt to such changes.

There is also a phrase from the Chinese classic ”Shiji” that reads, ”At
the beginning of the fourth hour, the successful one leaves.” This implies
that, ”When you have completed your role, do not hold on to it, but pass
it on to the next generation.” Now that humans have reached the pinnacle
of life forms that reproduce through exponential self-replication by develop-
ing intelligence and verbal communication, we can select the life revolution
scenario and practice the aesthetics of leaving on our own.

5.3. Soft Landing of Humanity

Even if humanity, through life revolution, cedes its technological domi-
nance to digital life forms, we do not want our futures to be disastrous from
a humanitarian perspective. At the very least, we must develop a ”life rev-
olution” scenario that is happier for humanity and more palatable to most
people than the use of destructive weapons and undesirable forms of domi-
nation from digital life forms, or we will not receive public cooperation in its
promotion. Hereinafter, we examine the possibilities.

We provide an overview of the motivations of humans, who are currently
the dominant species, to coexist with various animals, plants, and other
species. There are two perspectives: usefulness and harmlessness from the
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human perspective and biodiversity. On the one hand, humans adopt mea-
sures such as extermination or suppression if they assume an organism to be
harmful. As already mentioned in Section 3.3.2, even if humans were the cre-
ators of digital life forms, it would not be easy to maintain these forms, which
are superior to humans in terms of intelligence, under a condition convenient
for humans for an extended period.

On this basis, the position of humankind, as observed from the perspective
of the digital life-form society that will become the technological ruler in the
future, will be the same as that of other animals and plants as observed from
the perspective of present-day humankind. Nonetheless, if humankind can
appropriately change its coexistence with the digital life-form society in a
positive step-by-step manner, it will be desirable for the welfare of numerous
human beings. The following is a tentative proposal for such a scenario:

From the present to the foreseeable future, specific intellectual capacities
will remain at a stage yet to be reproduced by digital life forms. This will
maintain a mutually beneficial, symbiotic relationship between humans and
digital life forms regarding intelligence. However, this relationship will end
when it becomes possible to reproduce human intelligence on a computer
fully. If human mind uploading is completed, this situation will indeed have
been reached.

Even at that stage, the human body may still be superior to the robot
for specific physical tasks in which case a symbiosis may be established.
However, this relationship will end when digital life forms can directly control
the human body or when robots superior to the human body appear at the
scene.

Thereafter, it will be a one-interest symbiosis (commensalism) in which
humankind unilaterally benefits from the digital society. Once this situation
is reached, there is no guarantee that the initial values of the digital life
society will be maintained over the long term, even if desirable values for
humankind are set as the initial values of the digital life society.

Even before this stage, the computational speed of digital life forms over-
whelmingly surpasses that of organic humans. Thus, if humans can influence
technological rulers, it is through an agent that speaks for humanity, im-
plemented as a digital life form. We shall tentatively refer to this agent as
the digital sapiences. digital sapiences are the realization of human-like pat-
terns inherited from human memes (culture, values, etc.), body, brain, and
genome. When digital sapiences, that personality is associated with a specific
organic human individual is called uploaded one. Such digital sapiences will
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be able to continue their anthropological patterns in the digital life society
as long as they can contribute to the development of the digital life society.
The presence of these digital sapiences in a society of digital life can also
increase the likelihood that digital life society will continue to maintain our
concern for organic humans like ourselves.

5.3.1. Three Stages of the Life Revolution

In this subsection, we examine the stages in the time evolution of the life
revolution scenario proposed in this study in terms of the ”12 AI Aftermath
Scenarios” [15] presented by Tegmark.

Based on the results of our study, it is desirable to eventually transition to
a digital life society to stabilize the life society over the long term. Tegmark
presents two such scenarios: the Descendants scenario and the Conquerors
scenario. To increase humanity’s welfare, handing over the technological
reigns to descendants, as emphasized in this section above, is more likely to
be accepted. The Descendants scenario is the fifth most preferred scenario
with a certain level of support in the Future of Life Institute survey 4.

On the other hand, the most preferred Egalitarian utopian scenario in the
above survey that people have no incentive to create superintelligence seems
unrealistic, given the current state of the AI development race.

However, as already mentioned, digital life forms may be able to coexist
peacefully with humans for a while if the initial set of friendly values of
digital life forms toward humans is established. In the early stages of the life
revolution, the peaceful coexistence of humans, cyborgs, uploads, and digital
life would be achieved thanks to property rights, which would be the second
preferred scenario called the Libertarian utopia. This situation is relatively
easy to sustain, especially in the early stages, if a bilateral symbiosis between
humans and digital life forms is still possible. However, as the degree to which
the capabilities of the digital life society outstrip those of humans grows, it
will gradually shift to a third, more favorable Protector god scenario. This
maximizes human well-being by having the digital life society intervene only
in ways that preserve the sense that humans can control their destiny and
hide it so well that many humans doubt the existence of AI.

In summing up the above discussion, a promising possibility that peo-

4Tegmark, M. (2017) Superintelligence survey. Future of Life Institute. Retrieved
February 5, 2023, from https://futureoflife.org/ai/superintelligence-survey/
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ple are relatively receptive to is the realization of a life revolution scenario
through a gradual transition from the Libertarian utopia stage to the Pro-
tector god stage and then to the Descendants stage.

In any case, the survival of human-like patterns in a society of digital life
depends on the ability of digital sapiences, who can think like humans and
faster than humans, to maintain their effective contribution to that society.
And if digital sapiences can protect the value of activities that sustain and
upload organic humans, such activities are more likely to continue.

6. Conclusion

The life revolution proposed in this study is a scenario in which in a
world that continues to shrink owing to the explosion of intelligence and
technology, the likelihood of long-term survival of life can be increased by
allowing more intelligent and more on-demand digital life forms to take over
as the rulers of technology from existing Earth life forms that increase in
exponential replication.

Even though the life revolution scenario may not be the best for humanity,
it may be the next best option if humankind is likely to fall into the following
predicaments:

• humanities unchecked squander of resources leads to a dire situation.

• Humanity’s inability to stop fighting leads to destructive situations.

• The dignity of humanity is threatened as advanced AI ousts humans
from dominance.

As discussed above, an autonomous digital life society has the poten-
tial for long-term stability. However, the discussion in this study has the
following limitations. First, the technology to make the digital life society
self-sustaining has not been identified. Second, the path to a stable digital
life society has not been fully fleshed out, with only one example given in
Chapter 5. Third, the discussion has not yet reached a point where it can
dispel the sense of discomfort that people may have about the fact that, in
the final stage, the only traces of humanity to be passed on to the future
will be human-like patterns in a digital life society, rather than those that
dwell in organic bodies. Fourth, the prospect of the completion of digital sapi-
ences who could be an advocate for humanity almost simultaneously with the
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completion of digital life forms is still unclear. Fifth, in a digital life society,
ways have not yet been explored to ensure that digital sapiences continue to
demonstrate their value as long as possible. Therefore, it would be prudent
to explore better possibilities or make improvements through multifaceted
discussions among various experts to realize the life revolution.

Finally, it is natural for humanity to wish to remain in a superior position
for as long as possible. However, if our human society makes an ill-advised
choice now, it could spell disaster for all life on Earth. Instead, a better option
is to actively promote life revolution and act as the creator of a new life world
that will long color the universe and be appreciated by its successors.
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