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Abstract

devices are increasing rapidly, and many loT appbnos
are developed using service coordination technefgiich

When using heterogeneous hardware other than CPUsas [22]-[30].

barriers of technical skills such as OpenCL ardhigased
on that, | have proposed environment adaptive softthat
enables automatic conversion, configuration,
high-performance operation of once written codepeding
to the hardware to be placed. Partly of the offiogdo the
GPU was automated previously. In this paper, | psepand
evaluate an automatic extraction method of appatgri
offload target loop statements of source code asfitlt
step of offloading to FPGA. | evaluate the effeetiess of
the proposed method in multiple applications.

and

Keywords: Environment Adaptive Software, Automatic
Offloading, Performance, Evolutionary Computation,
Function Block.
1. Introduction

In recent years, it is said that Moore's Law wilden
shortly and CPU's density cannot be expected tbldan
1.5 years. Based on this situation, systems with
heterogeneous hardware such as GPU (Graphics Bimges
Unit) and FPGA (Field Programmable Gate Array) are
increased. For example, Microsoft's search engiimg B
tries to use FPGA [1]. AWS (Amazon Web Serviceg) [2
provides GPU and FPGA using cloud technologies.,(e.g

[3]-[13]).
However, to achieve high performances using
heterogeneous hardware for various applications,

developers need to program and configure appreyiat
considering hardware and need to use expert teoties|
such as CUDA (Compute Unified Device Architectyt)]
and OpenCL (Open Computing Language) [15]. This is a
high barrier to utilize GPU or FPGA.

Along with the progress of 10T (Internet of Things)
technology (e.g., Industrie 4.0 and so on [16]-]21$T

Expectation of applications utilizing heterogeneous
hardware such as GPU and FPGA and many loT deidces
getting higher, however the hurdles are currenityh Hor
utilizing them. In order to break down such a ditug we
think it is required in the future that application
programmers only need to write logics to be proegss
then software will adapt to the environments with
heterogeneous hardware, to make it easy to utilize
heterogeneous hardware and loT devices.

Because Java [31] is insufficient for environment
adaptation with performances, | have proposed enrient
adaptive software which run once written applicagiovith
high performance by automatically performing code
conversion and configurations so that GPUs, FPG®E,
devices or so on can be used on deployment enventsm
appropriately. As part of its technology, | havecatealized
automatic GPU or FPGA offloading of application®po
statements [32][33] partly. In this paper, | prop@smethod
for offloading function blocks that are larger snitather
than individual loop statement in applications thiave
higher performances by automatic offloading to G&U
FPGA. | implement the proposed method and evaltfete
effectiveness of function block offloading usingugall
applications.

2. Existing Technologies

For GPGPU (General Purpose GPU) that uses GPU
computational power not only for graphics proceggg.,
[34]), CUDA is a major development environment. To
control heterogeneous hardware such as GPUs, FR®As,
many core CPUs uniformly, OpenCL specification désd
SDK (e.g., [35][36]) are widely used. CUDA and O@#&n
need not only C language extension but also additio
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Fig. 1. Processing flow of environment adaptive softv

description such as memory copy between GPU or FF
devices and CPUs. Because of these program
difficulties, there are ew CUDA and OpenC
programmer:

For easy heterogeneous hardware programming,
are technologies that specify parallel processireas by
specified directives and compilers transform th
directives into device oriented codes on the bafi
specified directives. OpenAC([37] is one of the
directive-based specificatio, and the PGI compile[38] is
one of the directiv-based compilers. Fcexample, user
specify OpenACC directives on C/C++ codes to pre
them in parallel, and the PGI compiler checks
possibility of parallel processing and outputs aleghloys
execution binary files to run on GPUs and CPUs. DK
supports GPloffloadin¢ based on .va lambda expressic
[39].

In this way, CUDA, OpenCL, OpenACC, and oth
support GPU or FPGA offload processing. Howe
although processing on a GPU or FPGA it can be
performed, sufficient performance is hard to obtdior
example, when users use an automatic paralleliz
technology like the Intel compilg40] for multicore CPU
possible areas of parallel processing such as 'ffmop
statements are extred. However, naive parallel executi
performances with GPUs or FPGAs are not high becat
overheads of CPU and GPU/FPGA memory data trai
To achieve high performances with GPU/FP(
CUDA/OpenCL need to be tuned by highly skil
programmers or apopriate offloading area need to
searched for by the PGI compiler or othe

3. Proposal of Automatic Offloading for
Function Blocks

3.1 Processing flow of environment adaptive software

In order to realize software adaptation to envirentn |
have proposed e following processing flow ¢
environment adaptive software with reference taufégl.
The environment adaptive software is realized
cooperation with functions including an environm
adaptation function, a test case (using [41][42] and s
on), a code pattern DB, a facility resource DB,
verification environment andproduction environmer

3.2 Necessity of function blocks offloading

Firstly, | explain my previous automatic G}
offloading method for loop statement

As a basic problem, it is posse for compilers to fin
the restriction that this loop statement cannoptzeesse:
in parallel with GPU, but it is difficult to finche suitability
that this loop statement is suitable for GPU pat
processing. Therefore, an instruction to offloais loop to
GPU is given manually, and performance measurenaza
repeated by trial and err

Based on this situation, the papel[32] proposes the
GA [43] automatically finds an appropriate loop staten
to be offloaded to GPU. First, a parallel loop estagnt i<
checked from a general purpose program that is
supposed to be parallelized, and loop statemerfksad
patterns are mapped to genes withalue of 1 is set fc
GPU execution and 0 for CPU execution. Then,
performance verification trials are repeated in
verification environment to search for an apprder
offloading area.

Secondly, | explain my previous automatic FP
offloading metlod for loop statements

Even in FPGA, it is difficult to predict which loopsill
be faster when specific loop statements that takeng
time to process are offloaded to FPGA. Thereforealse
propose to perform trial and error automatically a
verification environment like GPU cases. However, un
GPU, since FPGA takes more than several hoursrnpite,
we try actual FPGA measurements after narrowingn
the offload candidate loop statements. For narr-down
loop statements, our method genes OpenCL codes thi
offload each loop statement or combination of those
statements, compiles them to FPGA, meas
performances and selects the highest performaneay
code as the solutic

However, especially in the case of FPGA's accetar:
it is often the case that an algorithm for CPUharmed tc
an algorithm suitable for hardware processing. Hos
reason, simple offloading of loop statements wéieno
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insufficient in performance comred to improvements k
manually changing algorithm:

It is currently very difficult for machines autoncally
extract hardware oriented algorithms for each appbn.
Therefore, we aim to improve performance by reptp
function blocks implemented wh hardware oriente
algorithms such as FPGA and GPU for large unit$h s
matrix manipulation and Fourier transform in CPUWes.
In other words, we use existing kn-how of developer.

3.3 Outline of function blocks offloading and
consider ation points

Regading to FPGA, because hardware circuit des
take a lot of time, it is often possible to useuwit design ir
the form of "IP core" for functions once desigr

As for GPU, FFT, linear alget and image processit
(e.g., [44] are typical examples, d cuFFT, cuBLAS ar
implemented by CUDA and are provided free as (
libraries. We consider using these libraries (fotore) for
GPU

In this paper, if existing source code createdG&J
includes function blocks that can be accelerated
offloading 0 GPU or FPGA such as FFT processing, (
libraries or FPGA IP cores are replaced to the tianc
blocks to speed u

An overview of function blocks offloading is dedmed
in Figure 2. In Step 1, source codes are analyzatyla
parse tool such as Clang, outer library calls amtttion
processing are analyzed with loop statement streicteor
library calls and functin processing analyzed in Step 1
Step 2, function blocks that can be offloaded tdJG#
FPGA are found by checking with the code pattern DE
Step 3, offloadable function blocks are replacedh
libraries for GPU or IP cores for FPGA with creat
interfaces with CPU programs. At this time, sinces ihot
known whether function blocks offloading to GPU
FPGA will lead to immediate speedup, performa

measurements are repeated in a verification envieon to
extract faster offloading patterns h or without certait
function blocks offloading

With regard to function block offloading, we need
consider following three points. Discovering fuoct
blocks in source codes, Checking whether the fan
blocks have offloadable GPU libraries or FPUP cores
Matching interfaces between replaced librariesPocdres
and host CPU progra

3.4 Function blocks offloading method

Based on three consideration points in the prev
subsection, | study a function blocks offloadingtinoel in
detall
A. Discoverng function blocks in source cot

A-1: In parsing, our method detects that exte
libraries are called from source codes. It is assurhal
library calls such as FFT are detected. To detesint the
code pattern DB holds external libraries list anr method
checks with the DE

A-2 : In order to detect function processing other t
registered library calls, classes, structures ateatied fron
source code definition description by parse ti
B. Checking whether the function blocks have offlaale
GPU libraries or FPGA IP cor

B-1 : The code pattern DB holds GPU libraries, FF
IP cores and related information which improve #je
libraries or function block processing. For replaeat
source libraries and function blocks, codes and@able
files with function names are retered. For library call
detected in ~1, our method searches for GPU librariet
FPGA IP cores that can be accelerated using libmarge
as a ke

B-2 : The information registered in the code pattern
in B-1 is used. Theimilarity detection tool detects whett
there are libraries or IP cores that can be actelgrfor the
function processing of classes, structures deteictek-2.
The similarity etection tool is a tool such Deckardthat
detects a copy code or a ched code after copying. Ti
similarity detection tool can detect some codes tra
similar descriptions when calculated by CPU suchasix
manipulation, and changed descriptions after capftiom
other codes. The similarity detection tool cannotect
newly created classes, thus those are out of sdeqe
functions with libraries or IP cores registeredtlie code
pattern DB that accelerate specific function blockse
similarity detection tool judges the similarity hggh or not
based on the tothreshold.



C. Matching interfaces between replaced librarieslPo of FPGA into kernel codes, those can be offloadeeRGA
cores and host CPU program during OpenCL program processing.

C-1: Since the corresponding library or IP core is MySQL8.0 is used for the code pattern DB. It holds
searched in B-1 for the library call detected inlAthe records for searching GPU libraries and FPGA IRsthat
replacement library or IP core is installed in GRMUFPGA, can be accelerated using the name of the libraiggbe
and a host (CPU) program is connected. In the ohse called as a key. Libraries and IP cores have naouekgs,
library for GPU, a library such as CUDA is assun®ihce and executable files associated with them. The usage
methods of using CUDA libraries from C languageed method of the executable file is also registereith& same
are open together with libraries, the code patiBnholds time, code for comparison to detect the librariesl &P
library usage methods as well. When GPU librariesuged, cores with the similarity detection tool is alsolchéo
GPU libraries and host program are connected iefgto associate with libraries and IP cores.
usage methods. In the case of an FPGA IP core, DL Deckard v2.0 [45] is used as the similarity detecti
assumed. The code pattern DB also holds OpenCL a®de tool. Deckard is used to expand function blocks for
IP core related information. From OpenCL code, the offloading. It judges the similarity between thet@d code
connection between CPU and FPGA using OpenCLto be verified and the code for comparison regestén the
interface and implementation of IP core on FPGA ban  code pattern DB to detect functions which are abfiem
done via high-level synthesis tools of FPGA vendarsh outer files and changed. .

as Xilinx and Intel (Xilinx Vivado, Intel HLS Compat, We implement the implementation by C language.
etc.).
) . 4.2 Implementation behavior
C-2: For classes and structures detected in A-2, we
search for libraries and IP cores that can be acaeld in When a C/C++ application is specified, this
B-2, and we implement the corresponding libraried & implementation parses C/C++ code and detects loop

cores on GPU and FPGA. Since B-2 is judged based orstatements and loop number for loop offloading refvipus
similarity, there is no guarantee that the basitspsuch as  researches using gcov or gprof, called librariesl]Aand
the number and type of arguments and return match. defined classes and structures (A-2). For parsthg,

If they do not match, because libraries and IPsare Python program uses parsing libraries of LLVM/Cl446]
existing know-how and cannot be changed frequemtyy, (libClang Python binding). When the implementation
will confirm a user whether to change accordingthe searches if there is an external library call, Heaks the

libraries or IP cores, and after receiving the tamdtion, external library list in the code pattern DB.
we will proceed performance tests. Next, the implementation detects GPU libraries and
FPGA IP cores that can speed up the library cgBed).
4. Implementation Using the called library name as a key, it obtaars
executable file or OpenCL code that can be acdeldgra
41 Toolstouse from the registered record in the code pattern [Ba

replacement function that can be accelerated iadpthe
implementation then generates an executable filethé
case of a GPU library, the implementation deletes t
source part and replaces found GPU library caltha
C/C++ code so that the replaced CUDA library idezhlin
the case of an IP core of FPGA, the implementafigietes
the source part and replaces acquired OpenCL antiget
kernel code. After completing the replacementspinpile
with the PGI compiler for GPU and Intel Acceleratio

In this section, | explain the implementation ot th
proposed method. To confirm the method effectiverafs
function blocks offloading, we use C/C++ language
applications and NVIDIA Quadro P4000 (CUDA core:
1792, Memory: GDDR5 8GB) for GPU, Intel PAC with
Intel Arrial0 GX FPGA for FPGA.

GPU processing uses PGI compiler 19.4 in the market
PGI compiler is OpenACC compiler for C/C++/Fortran

languages. PGI compiler also can use CUDA libragigsh
Stack for FPGA (C-1). For FPGA, based on OpenClecod

as cuFFT or cuBLAS. . .
, CPU and FPGA are connected via Intel's high-level
To control FPGA, we use Intel Acceleration Stack

i synthesis tool.
Version 1.2 (Intel FPGA SDK for OpenCL 17.1.Quartus

: : . . - Above description is the case of library call, d&t:
Prime Version 17.1.1By including existing OpenCL codes . . . .
processing is also performed in parallel when using



similarity detection tool. The implementation uxsckard
to detect the similarity between the detected gladbdes
such as classes and the comparison code registetbd
code pattern DB, and the comparison codes exceddag
threshold are detected (B-2). Detected codes aaxiated
with corresponding GPU library or FPGA IP coreseith
the implementation acquires executable files aneénQh
codes as same as B-1. Next, it generates execlifeslas
same as C-1. However, if the interface of the smwade

processing, the performance is improved by autaalhfi
replacing CUDA's existing library cuFFT [47].

Matrix calculation is used in many types of anaysi
such as machine learning analysis. Because matrix
manipulation is used not only in cloud sides babalevice
sides along with spreading of 1oT and Al, thererageds of
automatic performance improvements for various
applications including existing ones. In matrixatdation,

LU decomposition processing of 2048 * 2048 orthodona

and the replacement library or IP core arguments ismatrix data is performed. In order to speed up, the

different, the interface that matches the replacerilerary
or IP core is notified to the user who requesteddafiload.
The user can confirm whether it can be changed torAma
if the user accepts, the implementation generatesueable
files.

At this point, execution files are created that ¢en

performance is improved by automatically
CUDA's existing library cuSOLVER [48].
For the Fourier transform and matrix calculatidme t
original codes are from Numerical Recipes in C [49]
(b) Experiment conditions
For function block offloading to GPU and FPGA, st i

replacing

used to measure performances on GPU or FPGA in aombined with loop statement offloading for actuske.

verification environment. For function block offidiag, if
there is only one functional block to be replaced, only
consider whether the one is offloaded or not. Haweif
there are plural function blocks, the implementatio
generates a verification pattern that offloads atage
function block one by one to find a fast solutidris is
because even if it is possible to increase the dspee
existing know-how, it will not be clear whether tepeed
will be increased under the deployed environmentitmn
until performance is actually measured. For examile
there are five function blocks that can be offlahded the
measurement
offoading of #2 and #4 can be improved,
implementation measures again with the pattern
offloading both #2 and #4. If it is faster thanlo#ding
with #2 and #4 alone, it selects both offloading ths
solution.

the

5. Evaluation

5.1 Evaluation method

(a) Evaluated applications
| evaluate two applications, Fourier Transform and
matrix calculation which are used many areas sadb®

The Fourier transform processing is used in various

scenes of monitoring, such as vibration frequen@lyeis.
When considering an loT application that transfeesa
from a device to the network, it is assumed thatdhvice
side performs primary analysis such as FFT proogssi

reduce the network cost. In order to speed up FFT

results show that the performances of

However, since loop statement offloading has been
evaluated previously in research [33] and so ofy GPU
offload of function blocks is evaluated in this see. For

the target applications, | prepare function blaitiet can be
offloaded in the code pattern DB beforehand andsonea
the performance when it is automatically replaced.

Conditions of experiments are as follows.

Offload source: Fourier transform application, Nbatr
calculation application
Offload target: cuFFT, cuSOLVER
Offload source discovery method: The code of the
offload source application calls the external ligran the

ofcode side and it is discovered by DB name matchiing.

application copies the library codes and puts conisnand
it is discovered by a similarity detection tooprepare both
two patterns for verifications.

Methods to be compared: All CPU processing method,
Proposed function block offloading method, Loop
statement offloading method.

The loop statement offloading method is a work &f[3
to search appropriate loop offloading patterns lBn&ic
Algorithm (GA) in a verification environment.

Performance measurement: In the Fourier transform,
sample test processing is performed with the gidé &
2048 * 2048 and processing time is measured. Imiggix
calculation, the processing time of LU decomposition
2048 * 2048 orthogonal matrix is measured.

(c) Experiment environment

| use physical machines with NVIDIA Quadro P4000

for verifications. The CUDA core number of NVIDIA
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experiment environment and environment specificatio

Transform with GA generation transitions [33]

Here, a client note PC specifies C/C++ applicatiodes,
codes are tuned with try and error on a verificatitachine,
and final codes are deployed in a running envirartnfier

users after verifications.

Performance
improvement of loop
offloading [33]

Performance
improvement of function
blocks offloading

Fourier transform

54

730
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38
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Fig. 5. Comparison of performance improvement betw

5.2
loop offloading and proposed function block offloagl

Performanceresults

As applications that are expected to be used byyman
users in loT and other areas, | confirmed perfogean compared to 38 times in previous research. In previ
improvements of Fourier transform and matrix catioh. research, it took more than a few hours to seamh f
Figure 4 shows an example of Fourier transform appropriate offloading loop statements using GAwkeer,
performance improvement of previous research [38]. the offloading of this function block has been céetgd in

shows maximum performance change of Fourier Tramsfo a few minutes.
in each generation with GA generation transitiof&ie(
vertical axis shows how many times faster GPU affing
was than using only CPU). Performances can be o

and GPU offloading is about 5.4 times faster.

6. Conclusions

In this paper, | proposed an automatic offloading

Based on the previous results, | show the measumteme method for function blocks of applications as a new
results of how much performances have been imprbyed elemental technology of environment adaptive sakwa
the proposed method implementation. First, theoaffl
source discovery method can be replaced by theopeap
DB name matching and similarity detection tool both detects offloadable library calls with DB check, dan
whether the library is called or the code is copleidure 5
shows how many times the performances when functionFPGA IP cores registered in the DB. The performasce
blocks offloading are performed compared to all CPU measured in the verification environment, includitige
processing. 1 means the same performance of all CPUunctions of the replaced GPU and FPGA, and th&epat
processing. The performance improvements of previou with the highest performance is taken as the swiutin
loop statement offloading [33] are also shown.

From Figure 5, it can be seen that the Fouriesttam

achieved 730 times performance by the proposedadgeth

which was only 5.4 times in the previous loop stast
offloading. As for matrix calculation, it was fourtbat the
proposed method has realized 130,000 times perfarena

The proposed function block offloading method starts
with source code analysis. It analyzes the souame,c

replaces them with the use of replaceable GPUrlésaor

source code analysis, to search for more replageabl
function blocks, offloadable function blocks arescl
searched using similarity  detection technology.
Replacement and performance measurement are pedorm
as the same method. However, even if it is detexchihat
the function block can be replaced, if the integfas
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