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ABSTRACT

Heterogeneous hardware other than a small-core central processing unit (CPU) is in-
creasingly being used, such as a graphics processing unit (GPU), field-programmable
gate array (FPGA), or many-core CPU. However, to use heterogeneous hardware,
programmers must have sufficient technical skills to utilize OpenMP, CUDA, and
OpenCL. On the basis of this, we previously proposed environment-adaptive soft-
ware that enables automatic conversion, configuration, and high performance oper-
ation of once-written code, in accordance with the hardware to be placed. However,
the source language for offloading was mainly C/C++ language applications, and
there was no research into common offloading for various language applications. In
this paper, for a new challenge, we study a common method for automatically of-
floading for various language applications in not only C language but also Python
and Java. We evaluate the effectiveness of the proposed method in multiple appli-
cations of various languages.

KEYWORDS
Environment Adaptive Software; GPGPU; Automatic Offloading; Various
Languages; Performance

1. Introduction

As Moore’s Law slows down, the transistor density of a central processing unit (CPU)
cannot be expected to double every 1.5 years. To compensate for this, more systems
are using heterogeneous hardware, such as graphics processing units (GPUs) and field-
programmable gate arrays (FPGAs). For example, Microsoft’s search engine Bing uses
FPGAs [1], and Amazon Web Services (AWS) provides GPU and FPGA instances
using cloud technologies (e.g., [2]-[7]).

However, to properly utilize devices other than CPUs in these systems, configura-
tions and programs must be made that consider device characteristics, such as Open
Multi-Processing (OpenMP) [8], Open Computing Language (OpenCL) [9], and Com-
pute Unified Device Architecture (CUDA) [10]. Therefore, for most programmers, skill
barriers are high. In addition, Internet of Things (IoT) devices (e.g., [11]-[16]) are in-
creasingly being used in the system, so required skills are also increasing.

The expectations are becoming higher for applications using heterogeneous hard-
ware and Internet of Things (IoT) devices; however, the skill hurdles for using them

CONTACT Yoji Yamato Email: yoji.yamato.wa@hco.ntt.co.jp



are currently high. To surmount these barriers and use heterogeneous hardware easily
and effectively, a platform is needed on which developers only write logics to be pro-
cessed so that software can adapt to the deployed environments with heterogeneous
hardware such as GPU and FPGA by automatic conversion and configuration.

Java, which appeared in 1995, caused a paradigm shift in environment adaptation
that enables software written once to run on another CPU machine. However, the
application performance at the porting destination was not considered. Therefore, we
previously proposed environment-adaptive software that effectively runs once-written
applications by automatically converts and configures code so that GPUs, FPGAs,
many-core CPUs, and so on can be appropriately used in deployment environments
[17]. For elemental technologies for environment-adaptive software, we also proposed
methods for automatically offloading loop statements and function blocks of C lan-
guage applications to GPUs or FPGAs [18][19].

The purpose of this paper is to automatically offload the application regardless
of whether the migration source language is C language, Python, or Java. First, we
propose the same common way of automatic offloading flow for all languages. Next, we
cleary design language-dependent processing when the source language is C language,
Python, or Java. We evaluate the effectiveness of the proposed method in existing
plural applications with three languages.

The rest of this paper is organized as follows. In Section 2, we review technologies
on the market and our previous proposals. In Section 3, we present the proposed
automatic offloading method for various language applications. In Section 4, we explain
its implementation. In Section 5, we discuss its performance evaluation and the results.
In Section 6, we describe related work, and in Section 7, we conclude the paper.

2. Existing technologies

2.1. Technologies on the market

Java is one example of environment-adaptive software. In Java, using a virtual ex-
ecution environment called Java Virtual Machine, written software can run even on
machines that use different operating systems (OSes) without more compiling (Write
Once, Run Anywhere). However, whether the expected performance could be attained
at the porting destination was not considered, and too much effort was involved in
performance tuning and debugging at the porting destination (Write Once, Debug
Everywhere).

CUDA is a major development environment for general-purpose GPUs (GPGPUs)
(e.g., [20]) that use GPU computational power for more than just graphics processing.
To control heterogeneous hardware uniformly, the OpenCL specification and its soft-
ware development kit (SDK) are widely used. CUDA and OpenCL require not only
C language extension but also additional descriptions such as memory copy between
GPU or FPGA devices and CPUs.

For easy heterogeneous hardware programming, there are technologies that specify
parallel processing areas by specified directives, and compilers transform these direc-
tives into device-oriented codes on the basis of specified directives. Open accelerators
(OpenACC) [21] and OpenMP are examples of directive-based specifications, and the
Portland Group Inc. (PGI) compiler [22] and gcc are examples of compilers that sup-
port these directives.

In this way, CUDA, OpenCL, OpenACC, OpenMP, and others support GPU,



FPGA, or many-core CPU offload processing. Although processing on devices can
be done, sufficient application performance is difficult to attain. For example, when
users use an automatic parallelization technology, such as the Intel compiler [23] for
multi-core CPUs, possible areas of parallel processing such as ”for” loop statements
are extracted. However, naive parallel execution performances with devices are not
high because of overheads of CPU and device memory data transfer. To achieve high
application performance with devices, CUDA, OpenCL, or so on needs to be tuned
by highly skilled programmers, or an appropriate offloading area needs to be searched
for by using the OpenACC compiler or other technologies.

Therefore, users without skills in using GPU, FPGA, or many-core CPU will have
difficulty attaining high application performance. Moreover, if users use automatic
parallelization technologies to obtain high performance, much effort is needed to de-
termine whether each loop statement is parallelized. As an effort to automate trial
and error in a parallel processing area search, we previously proposed automatic GPU
offloading using an evolutionary computation method.

2.2. Previous proposals

To adapt software to an environment, we previously proposed environment-adaptive
software, the processing flow of which is shown in Figure 1. The environment-adaptive
software is achieved with an environment-adaptation function, test-case database
(DB), code-pattern DB, facility-resource DB, verification environment, and production
environment.

Step 1: Analyze code

Step 2: Extract offloadable part

Step 3: Search for suitable offload parts

Step 4: Adjust resource amount

Step 5: Adjust placement location

Step 6: Place execution-file and verify operation

Step 7: Reconfigure in-operation

In Steps 1-7 of the processing flow, code is converted, the resource amount is ad-
justed, the placement location is adjusted, and in-operation reconfiguration is con-
ducted for environment adaptation. However, only some steps can be selected. For
example, if we only want to convert code for a GPU, FPGA, or many-core CPU, we
only need to conduct Steps 1-3.

In short, manual offloading for heterogeneous devices is currently the mainstream.
We proposed the concept of environment-adaptive software and was considering au-
tomatic offloading of C language software to GPU and FPGA, but various migration
source languages such as Python and Java were not considered. Therefore, in this
paper, we will focus on automatic offload when the source language is diverse.

3. Study of automatic GPU offloading from various source languages

To embody the concept of environment-adaptive software, we have proposed automatic
GPU and FPGA offload of loop statement [17][18] and automatic offload of function
block [24] for C language program so far. Moreover, we have also proposed the offload
method when the migration destination environment is mixed.

On the basis of these elemental technologies, we define the target for the source
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Figure 1. Processing flow of environment-adaptive software

language and describe the basic idea to follow even if the target diversifies in 3.1. In
3.2, we propose an automatic ofload method that can be used even when the source
language diversifies. In 3.3, we propose applying the common method to each source
language.

3.1. Basic ideas for offloading from wvarious languages

The various source languages covered in this paper are C language, Python, and Java.
These are the top three in the popularity ranking of programming languages announced
by TIOBE every month [25] and have large numbers of dedicated programmers. In
addition, C language is a compiled language, Python is an interpreted language, and
Java is an intermediate language, so they cover all the various processing methods.
Therefore, if the method can be used in common with these three languages, more
languages will be easy to support.

To automatically offload at high-speed using heterogeneous devices such as GPUs
from various languages, we gradually search for high-speed offload patterns with evo-
lutionary calculation by measuring the performance on a physical machine in a veri-
fication environment. The reason for this is that the performance varies greatly with
not only the code structure but also the actual processing contents such as the spec-
ifications of the processing hardware, compiler or interpreter, the data size, and the
number of loops. Therefore, the performance is difficult to predict statically, and dy-
namic measurements should be conducted. There is already an automatic parallelizing
compiler on the market such as [23] that finds loop statements and parallelizes them
at the compile stage. However, performance often needs to be measured because par-
allelization of parallelizable loop statements often results in low speed.

As for the objects to be offloaded, we focus on the loop statement and function
block of the program. Loop statements are the first target for ofloading because most
processing of programs that take a long time is spent in loops. On the other hand, with
regard to function blocks, when speeding up specific processing, an algorithm suitable
for the processing content and processing hardware is often used, so there is a case
where processing can be greatly speeded up compared with offloading individual loop
statements [24]. The performance of programs are improved by replacing frequently
used function blocks such as matrix calculation and Fourier transform with CUDA



libraries implemented with algorithms suitable to GPU.

We have considered three migration destination environments (GPU, FPGA, and
many-core CPU) and have also considered offloading C language programs to a mixed
environment. Since the migration source language will be diversified this time, only
GPU is set as the migration destination to be evaluated. If we can validate the common
method on GPU from various languages, FPGA and many-core CPU adaptation will
be extensions.

3.2. Common automatic GPU offloading method

In this subsection, we describe a common automatic GPU offloading method of loop
statements in 3.2.1 and function blocks in 3.2.2. Both two approaches are conducted
in automatic GPU offloading.

3.2.1. Automatic GPU offloading of loop statements

For automatic GPU offloading of loop statements, several methods [17][18] have been
proposed for C language.

First, as a basic problem, the compiler can find the limitation that this loop state-
ment cannot be processed in parallel on the GPU, but it is difficult to find out whether
this loop statement is suitable for parallel processing on the GPU. Loops with a large
number of iterations are generally said to be more suitable, but it is difficult to predict
how much performance will be achieved by offloading to the GPU without actually
measuring it. Therefore, it is often the case that the instruction to offload this loop
to the GPU is manually given and the performance measurement is tried. On the
basis of that, [17] proposes automatically finding an appropriate loop statement that
is offloaded to the GPU with a genetic algorithm (GA), which is an evolutionary
computation method. From a general-purpose program for normal CPUs that does
not assume GPU processing, the proposed method first checks the parallelizable loop
statements. Then for the parallelizable loop statements, it sets 1 for GPU execution
and 0 for CPU execution. The value is set and geneticized, and the performance ver-
ification trial is repeated in the verification environment to search for an appropriate
area. By narrowing down to parallel processing loop statements and holding and re-
combining parallel processing patterns that can be accelerated in the form of gene
parts, patterns that can be efficiently accelerated are explored from the huge number
of parallel processing patterns.

The work of [18] proposes transferring variables efficiently. Regarding the variables
used in the nested loop statement, when the loop statement is offloaded to the GPU,
the variables that do not have any problem even if CPU-GPU transfer is performed
at the upper level are summarized at the upper level. This is because if CPU-GPU
transfer is performed at the lower level of the nest, the transfer is performed at each
lower loop, which is inefficient. We also proposed a method to further reduce CPU-
GPU transfers. Specifically, for not only nesting but also variables defined in multiple
files, GPU processing and CPU processing are not nested, and for variables where
CPU processing and GPU processing are separated, the proposed method specifies to
transfer them in a batch.

Common methods of loop statement offload include code analysis, understanding of
loops and variables, geneticization of loops with GPU processing and CPU-GPU trans-
fer instructions, coding of genes, compilation, performance measurement in verification
environment, and creation of next-generation genes. These processes are iteratively ex-



ecuted, and the final solution is determined.

3.2.2. Automatic GPU offloading of function blocks

The automatic offload method for function blocks for C language was proposed in
[24]. The outline of the function block offload process is explained in Fig. 2. In Step 1,
the source code is analyzed. By using a parsing tool of syntax analysis such as Clang,
the proposed method analyzes the library call and function processing included in
the code along with the loop statement structure. For the library call and function
processing parsed in Step 1, the proposed method discovers the processing that can
be offloaded to GPU by checking with the code-pattern DB in Step 2. In Step 3, the
proposed method replaces the process that can be offloaded with a library for GPU
and offloads while creating an interface with the CPU program. At this time, it is
not known whether the processing that can be offloaded to GPU libraries actually
improves performance, but by trying to determine whether or not the function block
is offloaded, a faster pattern is automatically extracted. In addition to matching the
names of libraries, the search for a library that speeds up function processing is also
performed by a similarity-detection tool. The similarity-detection tool detects copy
code and code changed slightly after copying, such as Deckard [26] and CloneDigger
[27].

There are many types of similarity-detection tools such as line-based detection,
lexical unit-based detection, abstract syntax tree-based detection, program-dependent
graph-based detection, metric and fingerprint-based detection and so on. However,
detection accuracy is not 100% of all tools. Among them, Deckard and Clone Digger
use abstract syntax trees for detection because we think offloadable multiple function
blocks will have the same abstract syntax tree characteristics. Of course, grammar
and description policy are different for each language such as comments and variable
definitions. Since abstract syntax trees are used by both Deckard and CloneDigger,
the differences in comments or so on are handled with the same abstract syntax trees.
In addition, both Deckard and CloneDigger judge the similarity with the comparison
code registered in the DB with specified logic for each language. For example, even
if the variable type is not defined in the DB code because it is dynamically typed in
Python, it can be compared if the type is not defined in the input code of Python.

As evaluated in [24], the function block offload is faster than the offload of indi-
vidual loop statements because it tunes for specified processing including specialized
algorithms.

Common methods of function block offload include code analysis, function block
understanding, search for offloadable function blocks by name matching and similarity
detection, replacement with offloadable function blocks, compilation, and performance
measurement in a verification environment. These processes are iteratively executed,
and the final solution is determined.

3.3. Study of adapting each source language

In this subsection, we examine the automatic offload to GPU described in the previous
subsection to adapt each source language of C language, Python, and Java.
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3.3.1. Method for C language

Since the GPU automatic offload evaluation so far has been performed by the C
language program, there is no new consideration for the C language. In this subsection,
the basic flow can be language-independent in a common method, but the types of
processing that depend on and do not depend on C language are described.

In the loop statement offload code analysis, parsing is performed using a parsing
library such as Clang that analyzes C language. As for understanding loops and vari-
ables, when managing the results of parsing tools, it can be managed abstractly and
language-independently. The geneticization of the loop with and without GPU pro-
cessing is also language-independent. In the coding of genes, to create the code to be
executed on the GPU in accordance with the gene patterns, GPU processing and vari-
able transfer are specified by OpenACC, which is an extended grammar of C language.
Regarding compile process, the proposed method compiles the OpenACC code with
an OpenACC compiler such as a PGI compiler. Performance is measured by using an
automatic test tool for C language. In the next-generation gene creation, the goodness
of fit is set in accordance with the performance measurement result, and processing
such as crossover and mutation is performed, but these are language-independent.
Iterative execution and final solution determination are also language-independent.

As described above, in the loop statement offload, it is considered that the loop
and variable management and the gene processing of GA can be applied language-
independently.

In the code analysis of function block offload, parsing is performed using a parsing
library such as Clang that analyzes C language. The result is managed as an abstract
function block because it is used for the matching search. In the search for offloadable
function blocks, the search is performed by matching by the name of a library and
by detecting similarities by using a similarity-detection tool of a C language function
block such as Deckard. It is necessary to replace the offloadable function block with
processing such as calling the CUDA library. Regarding compile process, the proposed
method compiles C language code with CUDA library call by using a PGI compiler.
Performance is also measured by using an automatic test tool for C language. When
there are multiple offloadable function blocks, they are executed repeatedly, and the
pattern with the highest performance is determined as the final solution.

As described above, in the function block offload, it is considered that the manage-
ment of the function block and the checking by the name matching of the function
block can be applied language-independently.



3.3.2. Method for Python

In this subsection, the basic flow can be language-independent in a common method,
but the types of processing that depend on and do not depend on Python are described.

In the code analysis, parsing is performed by using a parsing library such as ast
that analyzes Python.

In the coding of genes, the processing part is converted into the Numpy interface [28]
first, and variable transfer and calculations on GPU are specified by using the Cupy
[29] library. We use pyCUDA [30] as the interpreter, which interprets and executes
CUDA, and also use the Cupy library, which issues CUDA code itself.

In the search for offloadable function blocks by similarity detection, we use a
similarity-detection tool of CloneDigger [27]. It is necessary to replace the offloadable
function block with processing such as calling the CUDA library. Regarding interpre-
tation, the proposed method interprets Python by using pyCUDA.

3.3.83. Method for Java

In this subsection, the basic flow can be language-independent in a common method,
but the types of processing that depend on and do not depend on Java are described.

In the code analysis, parsing is performed using a parsing library such as Java Parser
that analyzes Java.

In the coding of genes, GPU processing and variable transfer are specified by CUDA
expression. Regarding the running environment, the proposed method uses JCUDA
[31], which is Java bindings for CUDA and can execute GPU processing on the basis
of CUDA expression.

In the search for offloadable function blocks by similarity detection, we use a
similarity-detection tool of Deckard [26]. It is necessary to replace the offloadable func-
tion block with processing such as calling the CUDA library. Regarding the running
environment, the proposed method uses JCUDA.

4. Implementation

4.1. Tools to use

In this section, we explain the implementation of the proposed method. To evaluate
the method’s effectiveness, we use C language, Python, and Java applications.

Regarding GPU, we use NVIDIA GeForce RTX 2080 Ti and NVIDIA Quadro
K5200. To control the GPU, CUDA Toolkit 10.1 is commonly used. We use PGI
compiler 19.10, which is an OpenACC compiler for C language, pyCUDA 2019.1.2
and Cupy 7.8 for Python (which are CUDA interpreter and CUDA calling library),
and JCuda 10.1 for Java, which binds Java with the CUDA runtime libraries.

For language program parsing, we use parsing libraries of LLVM/Clang 6 libClang
Python binding for C language, ast for Python, and Java Parser for Java.

We use Deckard v2.0 [26] as the similarity-detection tool for C language and Java.
It determines the similarity between the partial code to be verified and the code
for comparison registered in the code-pattern DB to detect offloadable functions by
using abstract syntax tree similarity. We use CloneDigger [27] for Python. CloneDigger
checks an abstract syntax tree extracted by ast and determines similarity on the basis
of anti-unification.

We use MySQLS.0 as the code-pattern DB. It holds the record for searching a library



or IP core that can be speeded up, using the calling library name as a key. At the
same time, the correspondence with the comparison code for detecting the library by
the similarity-detection tool is also retained.

We implemented the proposed method with Perl 5 and Python 2.7. Perl controls
GA processing, and Python controls other processing such as parsing.

4.2. Implementation behavior

The operation outline of the implementation is explained here. The implementation
analyzes the code by using parsing libraries when there is a request to offload the
applications. Next, offload verifications for function blocks offload and loop statement
offload are tried. This is because the function block offloading, which offloads in ac-
cordance with the processing content including the algorithm, can be faster than loop
statement offloading. If function block offloading is possible, latter loop statement of-
floading is verified for the code without the function block that is offloadable. The
implementation selects the best performance from all verifications.

4.2.1. Function block offload verifications

The implementation parses the program structure such as the library being called, the
defined classes, and structures.

Next, the implementation detects the GPU library that can speed up the called
library. With the library being called a key, the executable library files that can be
speeded up are acquired from the records registered in the code-pattern DB. When
a library file that can speed up is found, the implementation creates the executable
file. The original part is deleted and replaced so that the replacement CUDA library
is called. After replacement, the implementation compiles.

The previous paragraph described the case of calling the library. The processing
is also performed in parallel when the similarity-detection tool is used. The imple-
mentation uses Deckard or CloneDigger to detect the similarity between the partial
code such as the detected class and the comparison code registered in the DB, and
it discovers the function block whose similarity exceeds the threshold and the corre-
sponding GPU library. In particular, if the replacement source code and the interface
of the replacement library such as arguments, return values, and types are different,
the implementation changes the interface in accordance with the replacement desti-
nation library after confirming that the user does not mind. After replacement, the
implementation creates an execution file.

Here, an execution file is created that can measure performance with the GPU in
the verification environment. For offloading multiple function blocks, we will measure
the performance of each replacement function block and determine whether it can be
speeded up.

4.2.2. Loop statement offload verifications

The implementation analyzes the code of the program, discovers the loop statement,
and grasps the program structure such as the variable data used in the loop statement.

Since loop statements that cannot be processed by the offload device itself need to
be eliminated, the implementation tries inserting instructions to be processed by the
GPU for each loop statement and excludes loop statements that generate errors from
the GA process. Here, if the number of loop statements with no error is A, then A is



the gene length.

Next, as an initial value, the implementation prepares genes with a specified number
of individuals. Each value of the gene is created by randomly assigning 0 and 1.
Depending on the prepared gene value, if the value is 1, an instruction is inserted into
the code that specifies GPU processing for corresponding loop statements.

Data transfers between CPU and GPU are also specified. On the basis of the ref-
erence relation of variable data, the implementation instructs the data transfer. If the
variables set and defined on the CPU program side and the variables referenced on
the GPU program side overlap, the variables need to be transferred from the CPU to
the GPU. Moreover, if the variables set on the GPU program side and the variables
referenced, set, and defined on the CPU program side overlap, the variables need to
be transferred from the GPU to the CPU. Among these variables, if variables can be
transferred in batches before and after GPU processing, the implementation inserts
an instruction that specifies that variables be transferred in batches.

The implementation compiles the code in which the instructions are inserted. It de-
ploys the compiled executable files and measures the performances. In the performance
measurement, along with the processing time, the implementation checks whether the
calculation result is valid or not. For example, the PCAST function of the PGI com-
piler can check the difference in calculation results. If the difference is large and not
allowable, the implementation sets the processing time to a huge value.

After measuring the performance of all individuals, the goodness of fit of each in-
dividual is set in accordance with the processing time. The individuals to be retained
are selected in accordance with the set values. GA processing such as crossover, mu-
tation, and copy is performed on the selected individuals to create next-generation
individuals.

For the next-generation individuals, instruction insertion, compilation, performance
measurement, goodness-of-fit setting, selection, crossover, and mutation processing are
performed. After completing the specified number of generations of GA, the code with
instructions that correspond to the highest performance gene is taken as the solution.

4.3. Common part and individual part for various languages

As described in Section 3, function block offload has a common part for function block
management and matching by function block name, and loop statement offload has a
common part for loop and variable management and GA gene processing.

4.8.1. Implementation for C language

Tool usage and directive settings for the compiler are implemented depending on C
language. Clang is used for parsing to understand the structure of loop statements and
function blocks. For offloading function blocks, replacement functions are searched for
by using Deckard, and if offloading is possible, the library for the corresponding CUDA
is called, changed codes are compiled by using the PGI compiler, and performance is
measured by using Jenkins.

Next, for offloading the loop statement, the loop pattern is geneticized. GPU pro-
cessing is specified by #pragma acc kernels and #pragma acc parallel loop of Ope-
nACC, and #pragma acc data copy and #pragma acc data present specify whether
to transfer data or not. OpenACC code corresponding to the gene pattern is compiled
by using the PGI compiler, and performance is measured by using Jenkins. Creation
and repetition of next-generation gene patterns in GA are performed by the common
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part.

4.3.2. Implementation for Python

Ast is used for parsing to understand the structure of loop statements and function
blocks. For offloading functional blocks, replacement function search is performed using
CloneDigger, and if offloading is possible, the library for the corresponding CUDA is
called, changed codes are interpreted by using pyCUDA, and performance is measured
by using Jenkins.

Next, when offloading the loop statement, the loop pattern is geneticized and GPU
processing is controlled by CUDA. The content calculated on the GPU is first converted
from the loop statement into the Numpy interface of matrix representation. For CUDA
command issuing, Cupy, which is a CUDA processing library with a Numpy compatible
interface, is used. The matrix representation is converted into a CUDA command via
Cupy, it is specified to PyCUDA, and PyCUDA executes GPU processing. Moreover,
performance is measured by using Jenkins.

4.8.8. Implementation for Java

Java Parser is used for parsing to understand the structure of loop statements and
function blocks. For offloading function blocks, the replacement function is searched
for by using Deckard, and if offloading is possible, the corresponding GPU library is
called and processed by JCUDA, and performance is measured by using Jenkins.

Next, for offloading the loop statement, the loop pattern is geneticized and parallel
processing is specified by CUDA. Loop statements corresponding to 1 of gene values are
converted into CUDA expression and executed by JCUDA. When converting CUDA
expressions, detail memory control is not specified, but simple calculating on GPU
with global memory copy is. Performance is measured by using Jenkins.

5. Evaluation

Since the automatic offload of loop statements to GPU are evaluated by [18], and the
automatic offload of function blocks to GPU is evaluated by [24], in this paper, we
demonstrate that the application can be properly offloaded even if the source language
is diverse, not the effect of GPU offload.

5.1. FEvaluation method

5.1.1. FEwvaluated applications

The evaluation targets are Fourier transform, fluid calculation, and matrix multipli-
cation, which are expected to be used by many users. For Python and Java, we use
applications in which the C language codes are modified for Python and Java with the
same processing logic.

In an IoT environment, fast Fourier transform (FFT) is often necessary for mon-
itoring such as vibration of sensors. NAS.FT [32] calculates three-dimensional FFT.
When considering an application that transfers data from a device to a cloud via a
network, automatic offloading is expected in which the device side executes primary
analysis such as FFT processing to reduce network traffic. We used a sample test of
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Fourier transform, which is equipped in NAS.FT. Sample test parameters of grid size
are 256*256*%128, and the number of iterations is 6.

Himeno benchmark [33] is a benchmark for incompressible fluid analysis, which
solves the Poisson equation by using the Jacobi iteration method. It is frequently used
for manual GPU acceleration including CUDA; thus, we used Himeno benchmark to
verify whether it can be accelerated with our automatic offloading method. Data size
for comparison was LARGE (512*256*256). We also pre-checked SSMALL, SMALL,
MIDDLE size data to confirm size effect.

Simple matrix multiplication is used in many types of analysis such as machine-
learning analysis. Because matrix calculation is used on not only cloud sides but also
device sides due to the spread of artificial intelligence (AI), various applications need
automatic performance improvements. For an experiment, we used polybench 3mm (3
matrix multiplications) in which three matrix multiplications were calculated with a
size of 4000*4000 for compparison. (EXTRALARGE _DATASET: NI=4000, NJ=4000,
NK=4000, NL=4000, NM=4000) [34]. We also pre-checked MINI, SMALL, STAN-
DARD, LARGE size data to confirm size effect.

5.1.2. FExperimental conditions

Applications with codes of three languages are input into the implemented automatic
offload function, and the implementation tries offloading to GPU and measures each
application performance. The experiments achieve a degree of improvement over the
case where every processing is conducted by a normal CPU without offloading. Ex-
periments also show that the implemented function can offload to the GPU even in
different languages.

The experimental conditions are as follows.

Offload applications and loop statements number: Fourier transform block NAS.FT
that has 65 loops, fluid calculation Himeno benchmark that has 10 loops, and matrix
multiplications 3mm that has 10 loops.

The experimental conditions of the GA for loop statement offload are as follows.
Number of individuals M: No more than the gene length. 20 for NAS.FT, 10 for
Himeno, and 10 for 3mm.

Number of generations T: No more than the gene length. 20 for NAS.FT, 10 for
Himeno, and 10 for 3mm.

Goodness of fit: (Processing time) . When processing time becomes shorter, the
goodness of fit becomes larger. By setting the power of (-1/2), we prevent the search
range narrowing due to the goodness of fit being too high for specific individuals
with short processing times. If the performance measurement does not complete in 3
minutes, a timeout is issued, and processing time is set to 1000 seconds to calculate
goodness of fit. If the calculation result is largely different from the result of the original
codes, the processing time is also set to 1,000 seconds.

Selection algorithm: Roulette selection and Elite selection. Elite selection means
that one gene with maximum goodness of fit must be reserved for the next generation
without crossover or mutation.

Crossover rate Pc: 0.9

Mutation rate Pm: 0.05

—-1/2

The experimental conditions of function block offload are as follows.

Offload targets: Nothing in this experiment. There is a GPU library that speeds
up Fourier transform and matrix calculation such as cuFFT and cuSOLVER, but
this time we will not prepare a function block offload destination because we want
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Figure 3. Experiment environment

to validate offloading from various migration source languages. Before experiments,
codes and libraries of random number generation and time domain impulse response
filter were registered in MySQL DB but these were not used in this experiments.

5.1.3. Experimental environment

Regarding GPU, we use NVIDIA GeForce RTX 2080 Ti (CUDA core: 4352, Memory:
GDDR6 11GB) and NVIDIA Quadro K5200 (CUDA core: 2304, Memory: GDDR5
8GB). We use CUDA Toolkit 10.1 for GPU control. We use PGI compiler 19.10 for
C language, pyCUDA 2019.1.2 and Cupy 7.8 for Python, and JCuda 10.1 for Java.
Fig. 3 shows the evaluation environment and specifications. Here, the application code
used by the user is specified from the client notebook PC, tuned using the verification
machine, and then deployed to the running environment for the actual use.

5.2. Performance results

As an application that is expected to be used by many users, we evaluated automatic
GPU offload from three languages of Fourier transform, fluid calculation, and matrix
multiplication.

Fig. 4 shows an example of speeding up the Fourier transform of C language using
verification machine #2. Regarding NAS.FT, since the function block offload could
not be performed, the loop statement offload was tried and the performance change at
that time is shown. Fig. 4 shows the maximum performance of each generation and the
number of GA generations. Y axis shows Offloading performance / CPU performance
and 1 means the same performance of only CPU processing. In Fig. 4, the CPU
processing took 31.3 seconds, but the 10th generation processed in 5.8 seconds and
achieved more than 5 times the performance compared to only CPU processing in final
results. In addition, the same gene pattern with high fitness often occurs in GA, and
the offload extraction process can be completed within 4 hours.

Before three language comparison, we pre-checked the size effect of data size change.
The larger the data size, the greater the effect of improvement by automatic GPU
offloading. This is because the positive effect of shortening the calculation time by
increasing the amount of calculation calculated by the GPU rather than the nega-
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Figure 4. Reference graph: performance change of NAS.FT with GA generation [18]

tive effect of increasing the data transfer amount between CPU and GPU. It is also
said that the greater the number of loop iterations, the greater the effect of GPU
offload improvement. The evaluated applications do not explicitly specify the number
of loop iterations, but as the size increases, the number of loop iterations increases by
multiplication accordingly. Followings are examples of Java results.

For Himeno benchmark, the data sizes are SSMALL 32*32*64, SMALL 64*64*128,
MIDDLE 128*128*256 and LARGE 256*256*512. On the other hand, CPU execution
time, JCUDA execution time, and performance improvement ratio are as follows. SS-
MALL 0.43 sec, 0.017 sec, 26 times, SMALL 3.8 sec, 0.030 sec, 130 times, MIDDLE
35 sec, 0.13 sec, 270 times, LARGE 290 sec, 0.90 sec, 320 times. For 3mm, the data
sizes are MINT 32*32, SMALL 128*128, STANDARD 1024*1024, LARGE 2000*2000,
EXTRALARGE 4000*4000. On the other hand, CPU execution time, JCUDA execu-
tion time, and performance improvement ratio are as follows. MINI 0.0065 sec, 0.00086
sec, 7.6 times, SMALL 0.024 sec, 0.0021 sec, 11 times, STANDARD 6.9 sec, 0.018 sec,
380 times, LARGE 130 sec, 0.070 sec, 1900 times, EXTRALARGE 1700 sec, 0.43 sec,
3900 times.

Table 1 shows the degree of performance improvement of applications with all three
languages using verification machine #1. Regarding the absolute value of the process-
ing time, the performances of applications are different with three languages. There-
fore, Table 1 shows the execution time of only CPU processing, execution time of
offloading and degree of improvement ratio compared with when processing is per-
formed only by the CPU in each language. In case of Python, performance on the only
CPU is the result of calculation on the CPU using the Numpy library, and performance
of offloading is the result of calculation on the GPU via PyCUDA using Cupy library.
This is because using Numpy library is major way for calculation in Python case, so
Numpy performance is set as 1. The degree of improvement for the Fluid calculation
of Himeno benchmark is 4.8 times for C language, 21 times for Python, and 320 times
for Java. The degree of improvement for matrix multiplication of 3mm is 440 times for
C language, 11 times for Python, and 3,900 times for Java. Searching with a genetic
algorithm takes within 4 hours for all applications. The degree of improvement varies
depending on the language, but any language can achieve automatic acceleration with
GPU offload.
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C language Python Java
execuion time [execuion time [improve |execuion time |execuion time |improve |execuion time |execuion time |improve
of only CPU _|of offloading |ratio of only CPU__|of offloading |ratio of only CPU _|of offloading _|ratio

Himeno 47 sec 087 sec 48 150 sec 72 sec 21 290 sec 090 sec 320
benchmark
gfn'i’nbench 86 sec 019 sec | 440 15 sec 014 sec 11 1700 sec 043 sec | 3900

Table 1. Performance comparison of applications with three languages

5.3. Discussion

In our previous study on C language loop statement offloading to GPUs, we used a
method to gradually search for high performance patterns automatically. For example,
even large applications with more than 100 loop statements, such as Darknet, are
automatically offloaded to GPUs and treble in performance. However, since various
applications are not limited to C language, heterogeneous devices need to be able to
be used for general purposes even in languages with a large programmer population
such as Python and Java. The proposed method automatically offloads to the GPU
so that the migration source language can be either C language, Python, or Java and
can achieve more than four times the performance.

Regarding the offloading effect with costs, GPU boards cost about 500-4,000 USD.
Therefore, a server with a GPU board costs about two times as much as that for only
CPU. In data center systems such as a cloud systems, hardware, development, and ver-
ification costs are about a 1/3 of the total cost; electricity and operation/maintenance
costs are more than 1/3; and other expenses, such as service orders, are less than 1/3.
Therefore, we think automatically improving application performance by more than
four times will have a sufficiently positive cost effect even though the hardware cost is
about two times higher.

Regarding the time to start production services, in this verification example, verifi-
cation took about several hours for GA search. When we provide production services,
we provide the first day for free and try to speed up using the verification environment
during the first day, and from the second day, we provide the production service with
many-core CPUs, GPUs, and FPGAs. Therefore, we think one-day verification is ac-
ceptable. If the user wants to use a service immediately, on the basis of the verification
order of the proposal, the user may use the service after completing the verification
with only the function block offload or with many-core CPU and GPU.

Regarding the time to start deployed services, the convergence time is based on GA,
and it took about six hours this time. Performance measurement from compilation
takes about three minutes, and it takes time to search for a solution depending on
the number of individuals and generations, but compilation and measurement of the
same gene pattern are omitted, so it is completed in six hours. When providing the
service, providers will provide a trial use for the first day, will verify speeding up
in the verification environment during the first day, and will be able to provide the
production service using GPU as well from the second day. Therefore, taking one day
to start the actual service is acceptable.

To offload function blocks, it is expected to pre-register the well-known libraries
commonly used by many applications in the DB by providers. In addition to general-
purpose processing such as FFT and matrix multiplication, functions are assumed
to be registered in specific fields such as machine learning and signal processing. We
have already confirmed that code that is copied and slightly modified can be found
by similarity-detection tools using the abstract syntax tree technique. In the software
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engineering field, similarity detection is a hot topic and new methods are proposed fre-
quently. Therefore, we will study to detect more function blocks that can be offloaded
using recent studies such as applying Artificial Intelligence (AI) methods of support
vector machine (SVM) and deep learning in the future.

Regarding loop statement offload to GPUs, to search for the ofload part in a shorter
time, the performance can be measured in parallel for multiple verification machines.
In addition, although the crossover rate Pc is set to a high value of 0.9 and a wide
range is searched to find a certain performance solution early, parameter tuning is
also conceivable. For higher speeds, the difficulty of automation increases, but it is
conceivable to appropriately perform memory processing such as proper use of multiple
memories, coreless access, and branch suppression in Warps using CUDA.

In terms of languages, C language, Python, and Java are the three most common,
with about half the market share. This time, we validated the proposed method on
three programming languages, but script language and intermediate languages can be
automatically offloaded by the same common method. Therefore, when supporting
different languages, the common parts such as gene processing are retained, and we
have to implement the individual function processing corresponding to each language.

6. Related work

The method of [35] searches for GPU offloading areas and also uses GA to search
automatically. However, its target is specific applications for which many GPU-based
methods have been researched to accelerate like the Himeno benchmark of fluid calcu-
lation, and a huge number of tunings is needed such as calculations for 200 generations.
Our previously proposed technology, which is also used this study, aims to be able to
start using a general-purpose application for a CPU in a certain time when accelerating
it with a GPU.

Some studies focused on offloading to GPUs [36][37][38]. Chen et al. [36] used
metaprogramming and just-in-time (JIT) compilation for GPU offloading of C++
expression templates. Bertolli et al. [37] and Lee et al. [38] investigated offloading to
GPUs using OpenMP. There have been few studies on automatically converting exist-
ing code into a GPU without manually inserting new directives or a new development
model, which we target.

Generally, CUDA and OpenCL control intra-node parallel processing, and message
passing interface (MPI) controls inter-node or multi-node parallel processing. However,
MPI also requires high technical skills in parallel processing. Thus, MPI concealment
technology has been developed that virtualizes devices of outer nodes as local devices
and enables such devices to be controlled by only OpenCL [39]. When we select multi-
nodes for offloading destinations, we plan to use this MPI concealment technology.

Even if an extraction of an offloading area is appropriate, application performance
may not be high when the resource balance between a CPU and devices is not appro-
priate. For example, a CPU takes 100 seconds and GPU 1 second when one task is
processed, so a CPU slows processing. Shirahata et al. [40] attempted to improve total
application performance by distributing Map tasks with the same execution times of
CPUs and GPUs in MapReduce processing. The study by Kaleem et al. [41] is also
related to task scheduling when a CPU and GPU are integrated chips of the same die.
Referring to their papers, we study how to deploy functions on appropriate locations
and resource amounts to avoid bottlenecks of CPUs or GPUs.

Regarding FPGA offloading, Liu et al. [42] proposed a technology that offloads
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nested loops to FPGAs. The nested loops can be offloaded with an additional 20
minutes of manual work. Alias et al. [43] proposed a technology in which an HLS
configures an FPGA by specifying C language code, loop tiling, and so on using Altera
HLS C2H. Putnum et al. [44] used a CPU-FPGA hybrid machine to speed up a
program with a slightly modified standard C language. There have been many studies
on FPGA offloading, but instructions needed to be manually added such as which
parts to parallelize using OpenMP or other specifications.

Many methods have been proposed to improve performances by offloading to GPU,
FPGA, and many-core CPU, but most approaches involve manually adding an in-
struction such as which part to parallelize like OpenMP directives. Few methods au-
tomatically offload existing codes. In addition, most methods consider only one type
of device as an offloading destination, and few methods offload to mixed environments
of GPU, FPGA, and many-core CPU, which is the subject of this paper.

There are many works to speed up by offloading to GPU, FPGA, many-core CPU,
but efforts are needed such as adding instructions of OpenMP manually that specify
parts to parallelize and offload. There are few works to automatically offload exist-
ing code. In addition, there are many studies on offloading C language applications.
However, there is no study on common methods and language-dependent processing
in various migration source languages such as C language, Python, and Java, which is
the subject of this paper.

7. Conclusion

In this paper, we proposed a method that can be automatically offloaded regardless of
whether the migration source language is C language, Python, or Java. This method
is an element of environment-adaptive software for automatically adapting software
in accordance with the deployment destination environment and appropriately using
a graphics processing unit (GPU), a field-programmable gate array (FPGA), and a
many-core central processing unit (CPU) to operate applications with high perfor-
mance.

First, we set the GPU as the migration destination and examined a common method
for automatically offloading to the GPU regardless of the migration source language.
For loop statements, the loop statement offload pattern suitable for offloading to the
GPU is automatically searched for by an evolutionary computation method, and trans-
fer specifications are specified to reduce unnecessary CPU-GPU transfers in accordance
with each offload pattern. For function blocks, the function blocks that can be offloaded
to the GPU are found by name matching of library calls and similarity detection of
function blocks, and the speed is increased by replacing them with the already imple-
mented GPU libraries calls. Next, when processing the common method for each of C
language, Python, and Java, we consider language-dependent / independent process-
ing, and separate loop, variable, functional block management and gene processing
as language-independent common processing parts. In addition, we also implemented
language-dependent processing using tools and compilers on the market.

It was demonstrated that GPU automatic offload by the proposed method can be
performed to speed up existing plural applications even in various languages such as
C language, Python, and Java, and the effectiveness of the method was shown. There
are not many applications that can be used as same as for three languages. Therefore,
we would like to consider the comparison of three languages in more applications
as a future task. We will also study ways to improve cost effectiveness by adjusting
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the amount of processing resources of CPU, GPU, and FPGA when the migration
destination environment is mixed.
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